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Requirements:

python 2.6 or 2.7

use Anaconda if not already installed: 
https://www.continuum.io/downloads)

note: python 3.x not yet supported

matplotlib >2.0

in principle via `pip install matplotlib`
otherwise, see http://matplotlib.org/users/installing.html



Objectives of the exercise:

 Get acquainted with the COCO platform

at least with its postprocessing and visualization

 Gain insights into data

of some of the 150+ algorithm data sets of COCO



https://github.com/numbbo/coco

Step 1:
download COCO



https://github.com/numbbo/coco

Step 1:
download COCO



https://github.com/numbbo/coco

Step 2:

installation of post-processing



http://coco.gforge.inria.fr/doku.php?id=algorithms

Step 3:
downloading data

for the moment:

IPOP-CMA-ES

(algorithm 56)



https://github.com/numbbo/coco

postprocess

python –m cocopp IPOP-CMA-ES_ros_noiseless.tar.gz



https://github.com/numbbo/coco

postprocess

python –m cocopp IPOP-CMA-ES_ros_noiseless.tar.gz

Alternative within (I)python:

> import cocopp
> cocopp.main("IPOP-CMA-ES_ros_noiseless.tar.gz")



Reminder:
Measuring Performance Empirically



convergence graphs is all we have to start with...
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ECDF:

Empirical Cumulative Distribution Function of the
Runtime

[aka data profile]



A Convergence Graph
A Convergence Graph



First Hitting Time is Monotonous



15 Runs



target

15 Runs ≤ 15 Runtime Data Points



Empirical CDF
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the ECDF of run 
lengths to reach 
the target

● has for each 
data point a 
vertical step of 
constant size

● displays for 
each x-value 
(budget) the 
count of 
observations to 
the left (first 
hitting times)

Empirical Cumulative Distribution



Empirical CDF
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● the higher the 
better (= more 
targets solved)

● the more to the 
left the better (= 
targets solved 
quicker)

Empirical Cumulative Distribution



Aggregation

15 runs

50 targets



15 runs

50 targets

ECDF with 750 
steps

Aggregation



Fixed-target: Simulated Restarts



ECDFs with Simulated Restarts

What we typically plot are ECDFs of the simulated 
restarted algorithms:



Exercise (Part 2)

Objective:

investigate the performance of algorithms, available at 
http://coco.gforge.inria.fr/doku.php?id=algorithms

56 IPOP-CMA-ES: CMA-ES with restarts and increasing popsize

5 BIPOP-CMA-ES: two different popsize regimes

22 Nelder-Mead simplex (use better "NelderDoerr" version here)

4 BFGS: quasi-Newton

14 Genetic Algorithm: discretization of cont. variables ("GA")

25 ONEFIFTH: (1+1)-ES with 1/5 rule

postprocess (now) and investigate the data (after a few more slides)

tip: use --omit-single option to save time

Exercise

http://coco.gforge.inria.fr/doku.php?id=algorithms


The single-objective BBOB functions



• 24 functions in 5 groups:

• 6 dimensions: 2, 3, 5, 10, 20, (40 optional)

The bbob Testbed



• All COCO problems come in form of instances

• e.g. as translated/rotated versions of the same 
function

• Prescribed instances typically change from year to 
year

• avoid overfitting

• 5 instances are always kept the same

Plus:

• the bbob functions are locally perturbed by non-
linear transformations

Notion of Instances



• All COCO problems come in form of instances

• e.g. as translated/rotated versions of the same 
function

• Prescribed instances typically change from year to 
year

• avoid overfitting

• 5 instances are always kept the same

Plus:

• the bbob functions are locally perturbed by non-
linear transformations

Notion of Instances

f10 (Ellipsoid) f15 (Rastrigin)



The single-objective noisy

BBOB functions



• 30 functions with various kinds of noise types and 
strengths
• 3 noise types: Gaussian, uniform, and seldom Cauchy

• Functions with moderate noise

• Functions with severe noise

• Highly multi-modal functions with severe noise

• bbob functions included: Sphere, Rosenbrock, Step 
ellipsoid, Ellipsoid, Different Powers, Schaffers' F7, 
Composite Griewank-Rosenbrock

• 6 dimensions: 2, 3, 5, 10, 20, (40 optional)

bbob-noisy Testbed



COCO extended to

multiobjective optimization



• 55 functions by combining 2 bbob functions

bbob-biobj Testbed




















• 55 functions by combining 2 bbob functions

bbob-biobj Testbed




















• 55 functions by combining 2 bbob functions

• 15 function groups with 3-4 functions each
• separable – separable, separable – moderate, separable -

ill-conditioned, ...

• 6 dimensions: 2, 3, 5, 10, 20, (40 optional)

• instances derived from bbob instances:
• more or less 2i+1 for 1st objective and 2i+2 for 2nd 

objective
• exceptions: instances 1 and 2 and when optima are too 

close

• no normalization (algo has to cope with different 
orders of magnitude)

• for performance assessment: ideal/nadir points 
known

bbob-biobj Testbed



• Pareto set and Pareto front unknown
• but we have a good idea of where they are by running 

quite some algorithms and keeping track of all non-
dominated points found so far

• Various types of shapes

bbob-biobj Testbed (cont'd)



Example: sphere with sphere

bbob-biobj Testbed (cont'd)



Example: sharp ridge with sharp ridge

bbob-biobj Testbed (cont'd)



Example: sphere with Gallagher 101 peaks

bbob-biobj Testbed (cont'd)



Example: Schaffer F7, cond. 10 with Gallagher 101 
peaks

bbob-biobj Testbed (cont'd)



Exercise (Part 3)

Objective:

investigate the data you just postprocessed:

a) which algorithms are the best ones?

b) does this depend on the dimension?

c) look at single graphs: can we say something about the 
algorithms' invariances, e.g. wrt. rotations of the search space?

d) what's the impact of covariance-matrix-adaptation?

e) what do you think: are the displayed algorithms well-suited for 
problems with larger dimension?

Exercise



Paper Discussion:

"Dynamic Search in Fireworks Algorithm"

http://eprints.cs.univie.ac.at/4082/1/PID3181839.pdf

http://eprints.cs.univie.ac.at/4082/1/PID3181839.pdf


Objectives of the exercise:

 Learn how to read an optimization paper critically

in order to be able to do high-quality reviews

but also to get the most information from it for practical 
purposes

 Understand the reasoning behind the COCO concepts

by looking at how others benchmark optimization algorithms


