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Motivations of XAI: feature selection

We need techniques to eXplain/interpret AI models:

For justifying decisions taken according to a recommendation
provided by a black box

For discovering new relationships between features

If an AI model is too difficult to interpret due to too many
features, one can try to reduce the number of features...

... without reducing too much the performance of the model...

... filtering out features that are strongly correlated

Feature selection: ranking the features by order of importance.
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Shapley value for feature selection

Applications of the Shapley value (Shapley (1953))) range
from pioneer studies on linear regression analysis (Israeli
(2007)) and on feature selection for classification models
(Cohen et al. (2005))

to very popular applications like the SHapley Additive
exPlanations (SHAP) (Lundberg and Lee (2017); Lundberg
et al. (2020)) and the Shapley Additive Global importancE
(SAGE) (Covert et al. (2021)).

some studies have recently raised important concerns about
the capability of the Shapley value to rank features based on
their relevance in constructing simplified models
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Notations

A dataset X and function f use by the ML model trained on X

f

instances (data points)

features
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Feature selection as a coalition game

players: finite set of features N

coalitions: subset of features (2N)

v(S), is the evaluation function on coalition S ∈ 2N : total
deviation of perturbed predictions in the noisy dataset Xx̄S

from the prediction f (x)

v(S) = −
∑
p∈M

|f (xp)− f (x)|. (1)

where M is the set of instances in the dataset and xp ∈ Xx̄S
, with

p ∈ M, in the noisy dataset Xx̄S
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Perturbed data

f =

∈ X
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We sample multiple perturbations...

S

x

f
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... and we estimate the value of a coalition by averaging
the errors

−v(S) = −

perturbations f (x)
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Shapley value

For any evaluation function (e.f.) v ∈ EN , the Shapley value is the
vector ϕ(v) = (ϕ1(v), . . . , ϕn(v)) such that

ϕi (v) =
∑

S∈2N :i /∈S

s!(n − s − 1)!

n!
(v(S ∪ {i})− v(S)) (2)

for each i ∈ N, where s = |S | is the cardinality of coalition S .
The Shapley value is the only one-point solution that satisfies the
above four properties i), ii),iii) and iv) for one-point solutions on
the class of evaluation functions EN (Shapley (1953)).

i) efficiency:
∑

i∈N ψi (v) = v(N)− v(∅);
ii) symmetry: for any i , j ∈ N such that v(S ∪ {i}) = v(S ∪ {j})

for all S ∈ 2N\{i ,j}, then ψi (v) = ψj(v);

iii) null player: for any i ∈ N such that v(S ∪ {i})− v(S) = 0 for
all S ∈ 2N , then ψi (v) = 0;

iv) additivity: ψ(v) + ψ(w) = ψ(v + w) for all e.f.s v ,w ∈ EN .
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Ranking: symmetry and strict desirability

for features selection we wish to rank features according to
their relevance in determining the prediction of the whole ML
model (with all features).

Two features i and j are symmetric if v(S ∪ {i}) = v(S ∪ {j})
for all coalitions S ∈ 2N\{i ,j}. We consider i and j equally
relevant.

feature i is strictly more desirable than feature j if

v(S ∪ {i}) ≥ v(S ∪ {j}) for all coalitions S ∈ 2N\{i,j}

and v(T ∪ {i}) > v(T ∪ {j}) for some T ∈ 2N\{i,j}.

We consider i strictly more relevant than j .

The Shapley value (and the lex-cel) align with symmetry and
strict desirability
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Example (secret holder, Fryer et al. (2021))

{1,2,3}

{1,2} {1,3} {2,3}

{1} {2} {3}

∅

0

0 -30

-10 -3 -3

-10

2 and 3 are symmetric.

but are they more important than 1?

Notice that 2 and 3 are “redundant features”, while 1 is
necessary to get the optimal prediction performance v(N).
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Additivity doesn’t work...

{1,2,3}

{1,2} {1,3} {2,3}

{1} {2} {3}

∅
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0 00
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(2, 4, 4)
(
2,

1
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0,

7

2
,
7

2

)
Sh= Sh= Sh=

no compelling reason to linearly combine the (opposite)
critical roles played by features in the two game on the left
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New properties

Definition (Coalitional Anonymity)

Let i, j ∈ N, v, v′ ∈ EN and a bijection π on 2N\{i,j} be such that, for all S,T ∈ 2N\{i,j}

v(S ∪ {i}) ≥ v(T ∪ {j}) ⇔ v′(π(S) ∪ {i}) ≥ v′(T ∪ {j}). (3)

A ranking solution R : EN → R(N) satisfies the coalitional anonymity property if it holds that

i Rv j ⇔ i Rv′ j.

Definition (Independence from the Worst Set (IWS))

We say that a ranking solution R : EN → R(N) satisfies the property of independence from the

worst set if for any evaluation function v ∈ EN such that coalitions in 2N are partitioned into
equivalence classes

Σv
1 > Σv

2 > · · · > Σv
m

with m ≥ 2, and i, j ∈ N such that iPv j, then it holds iPv′ j for any evaluation function v′ ∈ EN

such that coalitions in 2N are partitioned into equivalence classes

Σv′
1 > Σv′

2 > · · · > Σv′
m−1 > Σv′

m > · · · > Σv′
p ,

with Σv
k = Σv′

k for all k = 1, . . . ,m − 1.
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Coalitional anonymity

Only the position in the coalitional ranking matters (and not
the composition of coalitions)

For instance, the ranking between features i and j based on
an evaluation function v

. . . v(i , k) = v(j , k) > v(i) = v(j)

should be as in v ′ with

. . . v ′(i) = v ′(j , k) > v ′(i , k) = v ′(j)
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Independence from the worst set

A strict ranking is not affected by a modification of the
ranking of worst coalitions.

For instance, if one decides that a feature i should be ranked
strictly better than a feature j in

. . . v(i , k) > v(j , k) > v(i) = v(j)

i should be ranked strictly better than j also in v ′ with

. . . v ′(i , k) > v ′(j , k) > v ′(j) > v ′(i)
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Sym and StDes plus CA and IWS = lex-cel

Coalitional Anonymity: if there is no a priori assumption on
the number of features to be selected, the size of coalitions
fulfilling a certain level of prediction performance should not
influence the relevance ranking of features.

Independence from the Worst Set: when a decision is taken
on whether selecting feature i or j first, a change affecting
coalitions with the smallest performance in predictions has no
impact on the decision.

Theorem (based on Aleandri et al. (2024))

Lex-cel is the unique ranking solution fulfilling properties of
symmetry, strict desirability, coalitional anonymity and
independence from the worst set.
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Lex-cel

Consider and e.f. v and partition coalitions in equivalence
classes arranged in descending order according to v

Σv
1 > Σv

2 > . . . > Σv
m

We denote as ivk the number of sets in Σv
k that contain the

element i , with k = 1, . . . ,m.

Let θv (i) be the m-dimensional vector θv (i) = (iv1 , . . . , i
v
m)

associated with v .

The lex-cel ranking solution (Bernardi et al. (2019)) is the
map Rle : EN → R(N) such that
i Rv

le j ⇐⇒ θv (i) ≥L θv (j) for any v ∈ EN and i , j ∈ N.
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Example

{1,2,3}

{1,2} {1,3} {2,3}

{1} {2} {3}

∅

0

0 -30

-10 -3 -3

-10

Σ1

Σ2

Σ3

θv (1) = (3, 0, 1), θv (2) = θv (3) = (2, 2, 0)
So the lex-cel ranking is: 1 Ple 2 Ile 3
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leXAI vs. SHAP

leXAI (v , k) and SHAP(v , k) select the first k features
according to lex-cel and the Shapley value on v . respectively

we conducted computational experiments on public datasets
and compared errors produced by the selected features
according to the two methods.
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Experiments

f

ranking of features
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Classification task
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Regression task
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Computation time

name |M| |N| LeXAI LeXAI approx SHAP

Cervical 858 15 1325.0 1.0 707.8
Raisin 900 7 4.7 0.6 59.0
Rice 3810 7 19.5 2.3 250.0
Tic Tac Toe 957 9 19.9 0.7 137.8

name |M| |N| LeXAI LeXAI approx SHAP

bike 731 13 287.0 0.7 587.1
abalone 4177 8 42.9 2.9 482.3
flare 322 12 49.1 0.2 247.1
concrete 1030 8 10.4 0.7 90.8
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An attempt to approximate lex-cel

Proposition

Let v ∈ EN be a monotonic evaluation function such that
v(N \ {i}) ̸= v(N \ {j}) for all i , j ∈ N with i ̸= j . Then,

i Pv
le j ⇔ v(N \ {j}) > v(N \ {i}) (4)

for all i , j ∈ N.

Notice that we can rewrite condition (4) in Proposition 3.1 for any
i , j ∈ N as the equivalent one

i Pv
le j ⇔ Mi (v) > Mj(v)

where Mi (v) = v(N)− v(N \ {i}) and Mj(v) = v(N)− v(N \ {j})
(known as the marginal index Owen (2013); Hwang and Liao
(2010))
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Conclusions

to control the selection of redundant/unnecessary features,
don’t use the Shapley value (or other methods satisfying
additivity)

to simplify the model maintaining high prediction quality,
features’ excellence should be awarded

lex-cel can be an option
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Further works

Handling a large number of features

Global explanation

Specialization for some families of models

quantify the relevance

add compensations

Thank you!
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