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Context

m From Real life to Simulated Life...

0 Reference Model (expensive modals, trials, axperiences....) 3 Simulation Models (finiteelements, finite differances ...}

— fi(X0)

> X*= randomness producing
the vanability of Y*
= agronautic performance

» X : randomvariable representing
the uncertainties
> 8 : model parameters to be estimated

>

—<

m Y = Variable of Interest (uncertain !)

m p* = Quantity of Interest (quantile, pdf, exceed. probability ...)
m Challenge :

From ref. data Yi,..., Y, or (X3, Y1), ..., (X%, Yy) (n limited 1)

— Choose h and 6 to predict p* with simulation model(s) h
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Examples

m Y = TOFL (= Take-Off Field Length)
- Quantity of Interest : P(TOFL > tofl,eq)

- Ref. data TOFLy, ..., TOFL, providing from tests, former aircrafts
etc...

= n too small for evaluating P(TOFL > tofleq)
- h = aeronautic model with parameters & uncertainties
m Y = Range (= distance an aircraft can travel )
- Quantity of Interest : P(Range < rangéreq)

- Ref. data Rangeu, ..., Rangen providing from tests, former aircrafts
etc...

- h = aeronautic model with parameters & uncertainties
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Numerical Simulations under Uncertainties
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Numerical Simulations under Uncertainties
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General Framework

m Reference data : Z; = (X4, Y1), ..., Zn = (X;, Ya) with (unknown)
dist. @* and denote by Q the marginal dist. of Y
- Xi,..., X, may be unobserved (too complex, # input codes etc... )
m Models : {x € X — h(x,0) €)Y, 0c0O}

- mathematical models : h(x,0) = 32/=7 ¢(x) 0 etc ...
- physical/simulation models : h(x, 8) is the result of a computer code

m Uncertainty : equip X" with a prob. measure P* - x — X € (X, P*)
- stochastic codes, Monte-Carlo codes, uncertain variables etc...
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m Reference data : Z; = (X4, Y1), ..., Zn = (X;, Ya) with (unknown)
dist. @* and denote by Q the marginal dist. of Y
- Xi,..., X, may be unobserved (too complex, # input codes etc... )
m Models : {x € X — h(x,0) €)Y, 0c0O}
- mathematical models : h(x,0) = Z (x) 0 etc ...
- physical/simulation models : h(x, 8) is the result of a computer code
m Uncertainty : equip X" with a prob. measure P* - x — X € (X, P*)
- stochastic codes, Monte-Carlo codes, uncertain variables etc...
m Goal : Predict a feature of the output Y
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- Given a new input X , predict the output Y
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General Framework

m Reference data : Z; = (X4, Y1), ..., Zn = (X;, Ya) with (unknown)
dist. @* and denote by Q the marginal dist. of Y
- Xi,..., X, may be unobserved (too complex, # input codes etc... )
m Models : {x € X — h(x,0) €)Y, 0c0O}
- mathematical models : h(x,0) = 32/=7 ¢(x) 0 etc ...
- physical/simulation models : h(x, 8) is the result of a computer code
m Uncertainty : equip X" with a prob. measure P* - x — X € (X, P*)
- stochastic codes, Monte-Carlo codes, uncertain variables etc...
m Goal : Predict a feature of the output Y
2 kind of predictions ...
- Given a new input X , predict the output Y
- probabilistic feature on Y (mean, quantile, pdf, exceedance prob.,
etc...)

Remark :
prediction = param. estimation 4+ computation under the param.
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Motivations

m Consider the classical modeling
- Y,-:h(X,-,G*)-i—s,-, i=1,..,n
- & ~N(0,1) independent of X;
m Suppose Xj, ..., X, observed
— classical statistical learning (regression etc...)
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Motivations

m Consider the classical modeling
- Y,-:h(X,-,G*)-i—s,-, i=1,..,n
- & ~N(0,1) independent of X;
m Suppose Xj, ..., X, observed
— classical statistical learning (regression etc...)

— Questions —

m If the X;'s are not observed ? How to calibrate ?
(e.g Monte-Carlo codes, input code # experimental conditions etc...)
m even if they are observed, should we always use regression
parameters for prediction?
m meaning of ...
for example P(h(X,0e5) > 5), pdfh(x,@,eg)

... duality between estimation procedure and target prediction
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Motivations

m Consider the classical modeling
- Y,-:h(X,-,G*)-i—s,-, i=1,..,n
- & ~N(0,1) independent of X;
Suppose Xy, ..., X,, observed
— classical statistical learning (regression etc...)

— Questions —

m If the X;'s are not observed ? How to calibrate ?

(e.g Monte-Carlo codes, input code # experimental conditions etc...)
m even if they are observed, should we always use regression
parameters for prediction?
meaning of ...

for example ]P’(h(X,a,eg) > s), pdfyx &

reg)
... duality between estimation procedure and target prediction
m Robust Prediction
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Calibration - Parameter estimation

m Feature Space F associated to a feature of Q* :
- (x—E(Y/X=x))e FC{p: X =V}
-E(Y)e FCR
- (pdfof Y)e FC {p: Y =R}

- etc ...
m F-Contrast function V :

v:.F — L]_(Qz)
p o V(p,) 1 (xy) €X xYr—V(p,(x,y))
m V-Risk (to be minimized !) :

Ru(p) =EeV(p, 2) o) Ry(0) :=Eq VW (p(0), 2)
Rmk : think Ry as a "distance" between model and true features

Ru(0) =~ Du(p(0), ")
ex. D(E(h(X,0)),E(Y)), D(pdfax.a), pdfy), D(h(-,0),E(Y /X =-))...
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Example of contrasts ("the way of minimizing")

-FCc{p: X =)V}
regression contrast
Y (p, (x,y)) = (y — p(x))?
- FCR: p=E(Y), P(Y > s) etc...
mean contrast
V(p,(x,y) =V (p,y) = (y - p)?
- F C {density functions on J}

log-contrast

L,—contrast

V(p,(x.y)) =V (p,y) = llpllz — 2p(y)

e s ' EADS
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Application to computer experiments

Recall: ("X;",Yi)1.n, {(x€ X — h(x,0) €)Y, 0 O}, X~ P*— 07
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Application to computer experiments

Recall: ("X;",Yi)1.n, {(x€ X — h(x,0) €)Y, 0 O}, X~ P*— 07
m Learning Procedures
- Regression: 0,eg = Argming.o Eq= (Y — h(X, 8))?
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Application to computer experiments

Recall: ("X;",Yi)1.n, {(x€ X — h(x,0) €)Y, 0 O}, X~ P*— 07
m Learning Procedures
- Regression: 0,eg = Argming.o Eq= (Y — h(X, 8))?

- Density (log-)contrast: 0,; = Argming o —Eq(log(pe(Y)))
"D(pdfy,x g)> PdFy )"
(where Y ~ @ and pg = pdf of h(X, 8) both unknown 1)
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Application to computer experiments

Recall: ("X;", Yi)1.n, {Xx € X > h(x,0) €Y, 0 € O}, X ~ P*— 07
m Learning Procedures
- Regression: 0,eg = Argming.o Eq= (Y — h(X, 8))?
- Density (log-)contrast: 0,; = Argming o —Eq(log(pe(Y)))

"D(Pdfh(xyg)a pdfy)"
(where ¥ ~ Q and pg = pdf of h(X, 8) both unknown 1)

m Learning Algorithms (depend on database: (X;, Yi)1.n or Y1,..., Yy)
- Regression (if X; observed !):
Oreg = Argmingco 2 37 (Vi — h(Xi,0))? (well studied)
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Application to computer experiments

Recall: ("X;", Yi)1.n, {Xx € X > h(x,0) €Y, 0 € O}, X ~ P*— 07
m Learning Procedures
- Regression: 0,eg = Argming.o Eq= (Y — h(X, 8))?
- Density (log-)contrast: 0,; = Argming o —Eq(log(pe(Y)))

"D(P"fh(xyg)a pdfy)"
(where ¥ ~ Q and pg = pdf of h(X, 8) both unknown 1)

m Learning Algorithms (depend on database: (X;, Yi)1.n or Y1,..., Yy)
- Regression (if X; observed !):
Oreg = Argmingco 2 37 (Vi — h(Xi,0))? (well studied)

- Density contrast for computer experiments (N. Rachdi et al. 2010):
§|og = Argmin — Z log Z Ku(Yi — h(X;,0))
0€0 i=1 j=1
where Xy, ..., Xm i.i.d from P*, K() is a kernel, b bandwidth

(pe was estimated by a kernel smoothing)
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General Result

Consider the general procedure

6 = Argmin Z v(p™(0),Y;) <z Argmin Dw(pm(B),p")>
6co 0co

- p™(0) = emp. feature of h(X, 0) based on X;
- and p" = emp. feature of Y based on Y7 ,
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General Result

Consider the general procedure
6 = Argmin Z V(p™6).Y;) (x Argmin Dy (p™(8). p”))
I 0ce

- p™(0) = emp. feature of A(X, 8} based on Xy,
- and p" = emp. feature of Y based on Y ,

- In blue: Simulated data :I”“'*”_f__’.-’

- In red: Reference data
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General Result

Consider the general procedure

6 = Argmin Z v(p™(0),Y;) <z Argmin Dw(pm(B),p")>
6co 0co

- p™(0) = emp. feature of h(X, 0) based on X;

- and p" = emp. feature of Y based on Y7 ,

Under #

- In blue: Simulated data

- In red: Reference data
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General Result

Consider the general procedure
N n
0 = Argmin Z v(p™(0),Y;) <z Argmin Dw(pm(B),p")>
6co 0co

- p™(0) = emp. feature of h(X, 0) based on X;
- and p" = emp. feature of Y based on Y7 ,

Theorem: Oracle Inequality (N. Rachdi et al 2010)

Under some conditions on the contrast W and under tightness conditions,
for all € > 0, with probability at least 1 — 2¢ it holds

Ru(8) < inf (Ru(@)) + -2 (14 [T (ke + B
v(8) < jnf (Ru(6)) + — 7= ( 1+ 1/ 1 (KGs) + Bm)

where K(Eﬁw), K(% p) Some concentration constants and B,, a bias factor
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Resume

m From experimental data ("X;", Y;);—1., and simulated data
h(Xy,0), ..., h(X,, 0), we propose others estimation procedures
adapted to the quantity of interest we want to predict.

m In practice, regression parameters (6,,) may be used to predict a
lot of quantities:
- quantile
- exceedance probability
- density function
- etc ...
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Resume

m From experimental data ("X;", Y;);—1., and simulated data
h(Xy,0), ..., h(X,, 0), we propose others estimation procedures
adapted to the quantity of interest we want to predict.

m In practice, regression parameters (6,,) may be used to predict a
lot of quantities:
- quantile
- exceedance probability
- density function
- etc ...
Question : How to quantify the estimation procedure error ?

m It can be investigated in terms of "distance between contrasts"

(N. Rachdi "A note about predicting with peri " (In preparation))

= key point: each quantity of interest is viewed as an Argmin of
some W-Risk Ry
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Academic example

m Let consider
Yi =sin(X;) +0.01g; i=1,..,n

- Xi ~N(0,1)
- & ~N(0,1) independent of X;

m Model
h(X,0) =0p + 6. X + 6, X>, X~ N(0,1)

m Goal: Predict the pdf of Y
= for this

m Compute some 0

m Compute the prediction propagating Uncertainties of X
through the model x — h(x, 8)
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Predictions
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m We compute density predictions by propagating uncertainties
through models

h(x,8,4¢) (solid line), h(x,B,e5) (dashed line), A(x, B mean) (dotted line)

~
-]

01 02 03 o4 0.5 086

0.0

—— density of Y*
—— pof-contrast procedure
i ! === reg-contrast procedure
TR /i mean-contrast procedure
'I 1 TN T T YA
T T T T
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Perspectives

m Academic
- Constants improvement in inequalities

- Central Limit Theorems for the calibration parameter Oy
- Functional analysis of contrast functions

m Industrial Applications
- Run the learning algorithms with real computer codes...
- EADS Applications

— Non Destructive Testing (Prediction)

combine reference data and simulated data for POD estimation

— Electromagnetism (/nverse problem)

Characterize slot parameters from sensors data and uncertain

numerical models
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Thank you for your attention !
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