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## The goal is to approximate

$$
\int f \mathrm{~d} \mu=\int f(x) \omega(x) \mathrm{d} x \approx \sum_{i=1}^{N} w_{i} f\left(x_{i}\right)
$$

- How to choose the nodes $x_{i}$ ?
- How to choose the weights $w_{i}$ ?


## Monte Carlo integration (importance sampling, MCMC, etc.)

- Choose the nodes randomly, and the weights $w_{i}=w\left(x_{i}, x_{-i}\right)$.
- Typical error is

$$
\sqrt{\mathbb{E}\left[\int f \mathrm{~d} \mu-\sum_{i=1}^{N} w_{i} f\left(x_{i}\right)\right]^{2}} \sim \frac{1}{\sqrt{N}} .
$$

## Projection DPPs

- Let $\left(\varphi_{k}\right)_{k=0, \ldots, N-1}$ be an orthonormal sequence in $L^{2}(\mu)$.
- Let $\mathrm{K}(x, y)=\sum_{k=0}^{N-1} \varphi_{k}(x) \varphi_{k}(y)$.


## Definition (Hough, Krishnapur, Peres, and Virág 2006)

## Projection DPPs

- Let $\left(\varphi_{k}\right)_{k=0, \ldots, N-1}$ be an orthonormal sequence in $L^{2}(\mu)$.
- Let $\mathrm{K}(x, y)=\sum_{k=0}^{N-1} \varphi_{k}(x) \varphi_{k}(y)$.


## Definition (Hough, Krishnapur, Peres, and Virág 2006)

 $X=\left\{x_{1}, \ldots, x_{N}\right\}$ is the DPP with kernel K and reference measure $\mu$ if$$
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 $X=\left\{x_{1}, \ldots, x_{N}\right\}$ is the DPP with kernel K and reference measure $\mu$ if$$
x_{1}, \ldots, x_{N} \sim \frac{1}{N!} \operatorname{det}\left[K\left(x_{i}, x_{\ell}\right)\right]_{i, \ell=1}^{N} \mathrm{~d} \mu\left(x_{1}\right) \ldots \mathrm{d} \mu\left(x_{N}\right) .
$$

1. If $\mu=\sum_{x \in \mathcal{X}} \delta_{x}$, one recovers

$$
\mathbb{P}(A \subset X)=\operatorname{det} \mathbf{K}_{A}
$$

2. $x_{1} \sim \frac{1}{N} \mathrm{~K}(x, x) \mathrm{d} \mu(x)$ so that $\mathbb{E} \sum_{i=1}^{N} \frac{f\left(x_{i}\right)}{\mathrm{K}\left(x_{i}, x_{i}\right)}=\int f \mathrm{~d} \mu$.
3. A natural choice of $\varphi_{k}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is orthogonal polynomials w.r.t. $\mu$.


## Theorem (Bardenet and Hardy 2020)

Let $\mu(\mathrm{d} x)=\omega(x) \mathrm{d} x$ with $\omega$ separable, $\mathscr{C}^{1}$, positive on $(-1,1)^{d}$, and satisfying a regularity assumption. Let $\varepsilon>0$. If $x_{1}, \ldots, x_{N}$ stands for the associated OPE, then for $f \mathscr{C}^{1}$ vanishing outside $[-1+\varepsilon, 1-\varepsilon]^{d}$,

$$
\sqrt{N^{1+1 / d}}\left(\sum_{i=1}^{N} \frac{f\left(x_{i}\right)}{\mathrm{K}\left(x_{i}, x_{i}\right)}-\int f(x) \mu(\mathrm{d} x)\right) \xrightarrow[N \rightarrow \infty]{\operatorname{law}} \mathcal{N}\left(0, \Omega_{f, \omega}^{2}\right),
$$

where

$$
\Omega_{f, \omega}^{2}=\frac{1}{2} \sum_{k_{1}, \ldots, k_{d}=0}^{\infty}\left(k_{1}+\cdots+k_{d}\right) \widehat{\left(\frac{f \omega}{\omega_{e q}^{\otimes d}}\right)}\left(k_{1}, \ldots, k_{d}\right)^{2},
$$

and $\omega_{e q}^{\otimes d}(x)=\pi^{-d}\left(1-x^{2}\right)^{-1 / 2}$.

- As seen today ${ }^{1}$, for $\mu=\mathrm{d} x$, assumptions can be relaxed and K be taken such that $\mathrm{K}(x, x) \propto 1$.

[^0]
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- Consider the RKHS $\mathcal{F}$ with kernel $\kappa$, i.e. the completion of

$$
\left\{\sum_{i=1}^{M} \alpha_{i} \kappa\left(x_{i}, \cdot\right), M \in \mathbb{N}, \alpha_{1}, \ldots, \alpha_{n} \in \mathbb{R}, x_{1}, \ldots, x_{M} \in \mathbb{R}^{d}\right\}
$$

for the inner product defined by $\langle\kappa(x, \cdot), \kappa(y, \cdot)\rangle_{\mathcal{F}}:=\kappa(x, y)$.
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- In that case, $f \in \mathcal{F}$ if and only if $\sum_{n} \sigma_{n}^{-1}\left|\left\langle f, e_{n}\right\rangle\right|^{2}$ converges.
- Let $f \in \mathcal{F}, g \in L^{2}(\mathrm{~d} \mu)$ then

$$
\begin{equation*}
\left|\int f g \mathrm{~d} \mu-\sum_{i=1}^{N} w_{i} f\left(x_{i}\right)\right| \leqslant\|f\|_{\mathcal{F}}\left\|\mu_{g}-\sum_{i=1}^{N} w_{i} \kappa\left(x_{i}, .\right)\right\|_{\mathcal{F}} \tag{1}
\end{equation*}
$$

where

$$
\mu_{g}=\int g(x) \kappa(x, .) \mathrm{d} \mu(x)
$$

is the mean element of $g$.

- Once the nodes $x_{1}, \ldots, x_{N}$ are known, minimizing the RHS of (1) in $w$ boils down to inverting an $N \times N$ matrix.
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## Theorem (Belhadji, Bardenet, and Chainais 2019)

Assume $\sum_{n=1}^{N}\left|\left\langle g, e_{n}\right\rangle\right|^{2} \leqslant 1$. Let $r_{N}=\sum_{m \geqslant N+1} \sigma_{m}$, then

$$
\mathbb{E}\left\|\mu_{g}-\sum_{i=1}^{N} w_{i} \kappa\left(x_{i}, \cdot\right)\right\|_{\mathcal{F}}^{2} \leqslant 2 \sigma_{N+1}+2\left(N r_{N}+\sum_{\ell=2}^{N} \frac{\sigma_{1}}{\ell!^{2}}\left(\frac{N r_{N}}{\sigma_{1}}\right)^{\ell}\right)
$$

## Algorithm 2: volume sampling

- Let $x_{1}, \ldots, x_{N} \sim Z^{-1} \operatorname{det}\left[\kappa\left(x_{i}, x_{j}\right)\right] \mathrm{d} \mu\left(x_{1}\right) \ldots \mathrm{d} \mu\left(x_{N}\right)$
- Again, solve the linear program for the weights $w_{1}, \ldots, w_{N}$.


## Theorem (Belhadji, Bardenet, and Chainais 2020b)

## Algorithm 2: volume sampling

- Let $x_{1}, \ldots, x_{N} \sim Z^{-1} \operatorname{det}\left[\kappa\left(x_{i}, x_{j}\right)\right] \mathrm{d} \mu\left(x_{1}\right) \ldots \mathrm{d} \mu\left(x_{N}\right)$
- Again, solve the linear program for the weights $w_{1}, \ldots, w_{N}$.


## Theorem (Belhadji, Bardenet, and Chainais 2020b)

Assume again $\sum_{n=1}^{N}\left|\left\langle g, e_{n}\right\rangle\right|^{2} \leqslant 1$. Then

$$
\mathbb{E}\left\|\mu_{g}-\sum_{i=1}^{N} w_{i} \kappa\left(x_{i}, \cdot\right)\right\|_{\mathcal{F}}^{2} \leqslant \sigma_{N}\left(1+\beta_{N}\right),
$$

where $\beta_{N}=\min _{M \in[2: N]}\left[(N-M+1) \sigma_{N}\right]^{-1} \sum_{m \geqslant M} \sigma_{m}$.

- It is known ${ }^{2}$ that $\inf _{\substack{Y \subset \mathcal{F} \\ \operatorname{dim} Y=N}} \sup _{\|g\|_{d \omega} \leqslant 1} \inf _{y \in Y}\left\|\mu_{g}-y\right\|_{\mathcal{F}}^{2}=\sigma_{N+1}$.

[^1]- Robustness to RKHS hypothesis / model choice.
- Practical relevance of RKHS hypothesis.
- What should $g \in L^{2}(\mu)$ be in $\int f g d \mu$ ?
- How do we efficiently sample from continuous volume sampling without spectral knowledge? See e.g. Rezaei and Gharan 2019.
- Kernel interpolation is similar to column-subset selection for linear regression ${ }^{3}$, where DPPs and VS yield similar bounds ${ }^{4}$.
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- $\mathcal{M}(\Omega)$ is the space of Borel measures on $\Omega$,
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[^6]
## Definition-Proposition

$\operatorname{PVS}(\nu, \varphi, \Lambda)$ is the point process on $\Omega$ with Janossy measures

$$
\begin{aligned}
j_{n}\left(x_{1}, \cdots, x_{n}\right) & \mathrm{d} x_{1} \cdots \mathrm{~d} x_{n} \\
& =\frac{\operatorname{det}\left(\varphi(x)^{T} \varphi(x)+\Lambda\right)}{\operatorname{det}\left(G_{\nu}(\varphi)+\Lambda\right) \exp (\nu(\Omega))} \mathrm{d} \nu\left(x_{1}\right) \cdots \mathrm{d} \nu\left(x_{n}\right) .
\end{aligned}
$$

for all $n \in \mathbb{N}$ and $x \in \Omega^{n}$, where $\varphi(x)=\left(\varphi_{i}\left(x_{j}\right)\right) \in \mathbb{R}^{n \times p}$.

- Note how the number of points in random so far.
- PVS favorizes diversity over i.i.d. samples from $\nu$.
- PVS generalizes seminal papers ${ }^{8}$ focusing on $\Omega$ finite or $\Lambda=0$. All of them condition on cardinality.

[^7]
## Proposition

Let $X$ be the DPP with kernel

$$
\mathrm{K}(x, y)=\varphi(x)\left(G_{\nu}(\varphi)+\Lambda\right)^{-1} \varphi(y)^{T}
$$

and reference measure $\nu$, and let $Y$ be an independent Poisson point process with intensity $\nu$. Then $X \cup Y$ follows $\operatorname{PVS}(\nu, \varphi, \Lambda)$.

- In particular, the average cardinality of the underlying DPP is

$$
\operatorname{Tr}\left(G_{\nu}(\varphi)\left(G_{\nu}(\varphi)+\Lambda\right)^{-1}\right)
$$

- When $\Lambda$ is large, we shouldn't expect much repulsion.
- Recall the convex relaxation of optimal design

$$
\begin{equation*}
\min _{\nu \in \mathcal{M}(\Omega)} h\left(G_{\nu}(\varphi)+\Lambda\right) \text { s.t. } \nu(\Omega)=k \tag{6}
\end{equation*}
$$

- Almost by definition
with equality when $\Lambda=0$.
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& \quad \leqslant \frac{k^{p}(k-p)!}{k!} \frac{\operatorname{det}\left(G_{\nu}(\varphi)+\Lambda\right)^{-1}}{1+\frac{p-1}{k-p+1}\left[1-\operatorname{det}\left(G_{\nu}(\varphi)\left(G_{\nu}(\varphi)+\Lambda\right)^{-1}\right)\right]} \tag{8}
\end{align*}
$$

with equality when $\Lambda=0$.

- This implies that

$$
\mathbb{E}\left[\left.\left(\frac{\operatorname{det}\left(\varphi(X)^{T} \varphi(X)+\Lambda\right)}{\operatorname{det}\left(\varphi\left(X_{\star}\right)^{T} \varphi\left(X_{\star}\right)+\Lambda\right)}\right)^{1 / p}| | X \right\rvert\,=k\right] \geqslant 1-\frac{p-1}{k} .
$$

[^11]An example with $\Omega=[0,1]^{2}, \varphi_{1}, \ldots, \varphi_{p}$ all bivariate polynomials

(c) Uniform distribution

(e) PVS (opt.)

(d) PVS (unif.)

(f) D-Optimal design

Plotting the $D$-efficiency

(g) $\Lambda=I_{10}$

(h) $\Lambda=10^{-2} I_{10}$

(i) $\Lambda=10^{-4} / 10$
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## Wrapping up

- VS links the repulsiveness of the nodes with the smoothness of the target.
(3) Volume sampling gives tight rates for interpolation in RKHSs. ${ }^{1011}$
(-) If we manage to sample it, VS could be a powerful integration tool. See Yoann Jayer's PhD.
- VS yields elegant properties for optimal design in general design spaces.
(2) However, VS alone is not competitive with standard OD heuristics.
- VS can still be a useful component for stochastic search heuristics. ${ }^{12}$
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