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Abstract:

We focus on the sensitivity analysis of casual scalar outputs : we study indices which quantify the
influence of a given input over the quantiles of the ouput. In the following we assume that we have
Y , the output of a numerical code f , and (X1, ..., Xd) the scalar random inputs: Y = f(X1, ..., Xd).
The long-term wish for this work is to extend these indices to the case of PoD-curves.

1 Goal oriented-sensitivity analysis (gosa)

N. Rachdi introduced the concept of gosa in [2]. When sensitivity analysis of Y is required, it
states that one must first focus on a property of interest from Y ’s distribution. The main idea is
that, in most cases, only a few probability features of Y are relevant for the study : it could be
its mean, E[Y ], any quantile with α ∈]0, 1[, qα(Y ), or a probability of failure, Pf = P(Y < 0). For
instance, if we want to estimate Pf , one could wonder whether all the inputs are influent over it.
If one sets the random input Xi to a scalar value xi, does it change Pf ? We display in Figure
1 a numerical test with 3 inputs, where they are all consecutively set 20 times to a scalar value
(Xi = x

j
i , j ∈ {1, ..., 20}). For each input Xi we compute P(Y < 0 | Xi = x

j
i ) and observe its
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Figure 1: Conditional probabilities of failure Pf : in red, P

(
Y ≤ 0 | X1 = x

j
1

)
, in green

P

(
Y ≤ 0 | X2 = x

j
2

)
and in blue P

(
Y ≤ 0 | X3 = x

j
3

)
, each time for j = 1, ..., 20.
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variation. In the example one can easily conclude that X3 has the highest influence over Pf as its
variation propagates the most through it. On the other hand, X2 has no significant influence.

2 Sensitivity analysis indices with respect to a contrast :
the quantile case

In [1] the authors introduced the following indice, for i ∈ {1, ..., d} and α ∈]0, 1[:

Si
cα
(Y ) = min

θ∈R

E [cα(Y, θ)]− EXi

[
min
θ∈R

E [cα(Y, θ) | Xi]

]
,

with:
∀y, θ ∈ R cα(y, θ) = (y − θ)(1y≤θ − α),

which evaluates the influence ofXi over q
α(Y ). Besides, let us recall that qα(Y ) = argmin

θ∈R

E [cα(Y, θ)],

therefore:
Si
cα
(Y ) = E [cα(Y, q

α(Y ))]− E [cα (Y, qα (Y | Xi))] .

Hence one can see that Si
cα
(Y ) quantifies the modification of qα(Y ) when one sets Xi to a single

value. From a N -sample
(
Y 1, ..., Y N

)
, where N ∈ N and for j ∈ {1, ..., N} Y j = f

(
X

j
1 , ..., X

j
d

)
,

we propose the following kernel-based estimator for Si
cα
(Y ):

Ŝi
cα
(Y ) =

1

N

N∑

j=1

cα
(
Y j , q̂α(Y )

)
−

1

hN2

N∑

k=1

min
θ∈R

1

fi(Xk
i )




N∑

j=1

cα
(
Y j , θ

)
K

(
Xk

i −X
j
i

h

)


where K is a kernel, h > 0 the bandwidth, fi the density function of Xi and q̂α(Y ) the empirical
estimator of qα(Y ).

3 Properties of the estimator

Under the conditions h(N) −→
N−→+∞

0 and h(N) × N −→
N−→+∞

+∞, we proved the consistency

of the estimator:
lim

N−→+∞
Ŝi
cα
(Y ) = Si

cα
(Y ) a.s.

as well as : √
h(N)×N

(
Ŝi
cα
(Y )− Si

cα
(Y )− B(N)

)
L

−→
N−→+∞

N (0,V)

with lim
N−→+∞

B(N) = 0 and V > 0. Numerical tests were performed in order to justify the relevance

of this index. Besides, they confirmed the convergence properties.
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