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Abstract:

A common problem seen in multiple applications is the lack of knowledge regarding dependencies.
When the dependence structure between variables is unknown (or neglected for the commodity),
the study is performed by considering margins exclusively. Somehow, the independence hypothesis
can be too optimistic. In order to provide a robust and conservative uncertainty analysis of the
problem, the assumption of independence should be rigorously justified.

We consider X = (X1, . . . , Xd)
T , a d-dimension vector of random variables and Y the scalar

random variable such as Y = g(X). We take our interest on γ(Y ), a quantity of Y , such as the
expectation E(Y ), the variance Var(Y ), an α-quantile Qα(Y ) or any other scalar quantity. When
no information is available on the dependence structure, we have no choice but to search for the
one leading to the ”most penalised case”. This is defined as the configuration that minimises
a predefined objective-function U , which only depends on the dependence structure of X and
the quantity γ(Y ). Some questions follows: can we verify that the independence hypothesis is
conservative? Is there a dependence structure (other than the independent one) leading to the
”most penalised case”? Moreover, can we quantify the influence of the dependence on γ(Y )?
These are the questions we will try to respond.

To describe the dependence between the margins we use a copula representation, which is adapted
to our problem. Indeed, the univariate margins are assumed to be accurate and only the appro-
priate dependence structure is missing. Thus, the joint distribution of X can be described using
copula [5]. With FX1

. . . FXd the cumulative distribution margins of X, the joint cumulative
distribution can be written as

FX(x) = Cρρρ(FX1
(x1), . . . , FXd(xd)),

with Cρρρ : [0, 1]d → [0, 1] the copula function and ρρρ ∈ Sρρρ its vector of parameters. The copula
is chosen among parametric or non-parametric families and ρρρ is the only variable describing it.
Thus, if the margins are supposed known, ρρρ remains the only unknown parameter of the problem.

The objective-function U(ρρρ) is defined such as its minimum corresponds to the ”most penalised
case” and we aim to find the ρρρ∗ leading to it. The problem can be expressed as an inverse problem
such as,

ρρρ∗ = arg min
ρρρ∈Sρρρ

U(ρρρ).

Solving this inverse problem leads to a new dependence structure Cρρρ∗ which is more conservative,
if the problem is well posed [3]. However, in practice ρρρ∗ is costly to compute.

This work can be structured in two successive steps:
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• Find the copula Cρρρ∗ leading to the most penalised case.

• Quantify how dependencies can impact the quantity of interest and which dependencies
influence the most.

To begin, we choose the α-quantile Qα(Y ) as the quantity of interest γ(Y ) and we aim to minimise
it. We place ourselves in a structural reliability problem where, the lower the quantile is, the more
penalised we are. Because Y = g(X), we can easily state that the quantile is related to X and
thus to ρρρ. We can write that U(ρρρ) = Qα,ρρρ(Y ) and for convenience we define qα(ρρρ) = Qα,ρρρ(Y ).

Because qα(ρρρ) can be very expensive to compute, a quantile regression method can be used.
Among all these methods, the quantile regression forest [1, 4] is an interesting way to estimate
qα(ρρρ) at a low computational cost. Moreover, random forests can compute importance measures by
permutation [2], which can be adapted quantify the impact of dependencies. A Bayesian approach
is also studied to treat the problem from a different point of view.
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Short biography – After a first year master in physics and a second year in modelling and
simulation, I started an internship at EDF (Management des Risques Industriels) on the study of
different methods in reliability analysis. Since July 2015, I had the chance to start my PhD under
CIFRE convention with EDF. The application of this PhD is the same as my previous internship,
which is on the structural reliability of an irreplaceable material exposed to extreme constraints.


