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Abstract:

In the context of expensive deterministic simulations, Gaussian process (GP) models surrogating
the response of the code have become a standard device for sequential design of experiments.
The objective function f is seen as a black box and assumed to be one realization of a GP with
given mean and covariance. Based on such a GP model, sampling criteria dedicated to various
aims (approximation, optimization, set estimation, etc.) involving f , can be worked out and
used to appropriately choose next evaluation points. State of the art criteria for approximation
notably include MSE and IMSE [5]. Further criteria dedicated to localizing optima, and also to
the estimation of target regions have been proposed [2]. Here we focus on the case of functions
possessing heterogeneous variations across the input space. First we propose a sequential design
approach dedicated to learning high variation regions: the Gaussian process model is initially
assumed stationary, and non-stationary is progressively introduced through warpings built upon
prediction errors (see figure 1 for an example of a warped GP model).

Second we compare the use of different infill criteria for this method, including recently introduced
IWS derivative-based infill criteria. They are inspired by MSE and IMSE, but they focus on
gradients under the GP model and attempt to balance the exploration of unknown regions with
the refinement of high variation regions.

The non-stationary modelling is motivated by observations on data simulating the fracture dynam-
ics of two-phase materials, from a IRSN computer code XPER [3]: different cracks propagation
types are determined by the inputs, implying heterogeneous behaviours in the parameter space
(see figure 2). We finally present the progresses made on this test case.
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Figure 1: Example of stationary (left) and non-stationary (right) modelling.

Figure 2: One dimensional section of a response surface (cracking energy over material parame-
ters). The input space is divided into regions where the material cracking behaves differently.
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The PhD is funded by the French Nuclear Safety Institute (IRSN). After a year at the Institute of
Mathematical Statistics and Actuarial Science of Bern University (IMSV), I am now continuing
my research activities in LIMAR, a laboratory of the IRSN (Cadarache, France).


