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New Fréchet features for random distributions and associated sensitivity indices, Fort Jean
Claude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Comparison of Latin Hypercube and Quasi Monte Carlo Sampling Techniques, Saltelli
Andrea [et al.] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Global sensitivity analysis and Bayesian parameter inference for transport in a dual flowing
continuum, Younes Anis [et al.] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

iii



Real-time building design space exploration using two-sample Kolmogorov Smirnov tests
to rank inputs according to multiple outputs, Ostergaard Torben [et al.] . . . . . . . . . . 110

List of participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

iv



Simultaneous estimation of groundwater recharge and hydrodynamic

parameters for groundwater flow modelling

F.Z. Hassane Mamadou Maina1,2, O. Bilstein2, and P. Ackerer1

1Laboratoire Hydrologie et Geochimie de Strasbourg, University of Strasbourg/EOST, CNRS, 1 rue Blessig
67084 Strasbourg, France

2EA-Laboratoire de Modélisation des Transferts dans l’Environnement, Bât. 225, F-13108 Saint Paul lez
Durance cedex, France

Abstract

Groundwater water resources management is a major issue because it is often the only available
water resources for many countries. Moreover, the estimation of the recharge of the groundwater is
still a challenge and is a key value for accurate exploitation of the aquifer. Therefore, groundwater
models have become a very usual tool for groundwater management. Aquifers are known to be very
heterogeneous and groundwater recharge to be variable in space, depending mainly on the soil and
vegetation covers, and in time since it is a combination of precipitation, evaporation and transpiration
through the vegetation. Groundwater recharge cannot be measured. Its value varies from zero to
precipitation. Two key factors are unknown: the actual evapotranspiration which depends on many
factors like vegetation and meteorological data and the water flow conditions in the unsaturated zone
located above the groundwater. Groundwater survey consists in measuring water piezometric levels in
different wells. Physical parameters (hydraulic conductivity, storage coefficient), aquifer geometry and
boundary conditions are very poorly known for economic reasons: the parameters estimation requires
the drilling and monitoring of numerous wells. Therefore, model calibration cannot be avoided.
Groundwater models are based on two equations: - Mass conservation written in terms of piezometric
head assuming constant water density:

S
∂h

∂t
+∇q = r

- and Darcy?s law for energy conservation:

q = −K∇h

where h is the piezometric head, S the storage coefficient, K the hydraulic conductivity tensor, q the
water flux and r sink/source terms including groundwater recharge.

Model calibration consists in fitting the measured piezometric heads by estimating the ad hoc pa-
rameters (storage term and hydraulic conductivity) and sink/source terms. Boundary conditions are
rarely calibrated. It is traditionally recommended to avoid simultaneous calibration of groundwater
recharge and flow parameters because of correlation between recharge and hydraulic conductivity.
From a physical point of view, little recharge associated with low hydraulic conductivity can provide
very similar piezometric values than high recharge and high hydraulic conductivity.

If this correlation is true under steady state conditions, we assume that this correlation is much weaker
under transient conditions because recharge varies in time and the parameters do not. Moreover, the
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recharge is negligible during summer time for many climatic conditions due to reduced precipitation,
increased evaporation and transpiration by vegetation cover.

We analyze our hypothesis through global sensitivity analysis (GSA) in conjunction with the polyno-
mial chaos expansion (PCE) methodology. We perform GSA by calculating the Sobol indices, which
provide a variance-based importance measure of the effects of uncertain parameters (storage and hy-
draulic conductivity) and sink/source term on the piezometric heads computed by the flow model.
The choice of PCE has the following two benefits: (i) it provides the global sensitivity indices in a
straightforward manner, and (ii) PCE can serve as a surrogate model for the calibration of param-
eters. The coefficients of the PCE are computed by probabilistic collocation. We perform the GSA
on real conditions coming from an already built groundwater model dedicated to a subdomain of the
Upper-Rhine aquifer (geometry, boundary conditions, climatic data, measured piezometric heads over
time in several wells).

GSA shows that the simultaneous calibration of recharge and flow parameters is possible if the cali-
bration is performed over at least one year. It provides also the valuable information of the sensitivity
versus time, depending on the aquifer inertia and climatic conditions. Typically, piezometric heads
are sensitive to flow parameters when recharge is negligible (summer time) and are more sensitive to
recharge in winter time.

Our work shows also that the GSA method in conjunction with the PCE technique can provide
practical guidance for groundwater resources survey.
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Sobol’indices and variance reduction diagram estimation from

samples used for uncertainty propagation

A. Benäıchouche1 and J. Rohmer1

1BRGM, The French Geological Survey, France

Abstract

In this paper we present an efficient algorithm to estimate first order and second order Sobol’indices
(SI) and its relationships with the inputs parameters variation range width. In the variance-based
global sensitivity measure, SI are quantities defined by normalizing parts of variance in ANOVA de-
composition (Sobol’, 1993). They are estimated from the ratio between the variance of the conditional
expectation of the output given the input and the unconditional variance of the output (1). Many
techniques have been proposed to estimate these indices. A recent review of these methods can be
found in (Borgonovo & Plischke, 2015). Among others Monte-Carlo-based algorithm (Sobol’ 1993,
Saltelli et al., 1999, Jansen 1999, Monod et al., 2006, etc.) require a special random sampling scheme
i.e. they cannot directly use samples used for the uncertainty propagation. Building on a similar idea
than Plischkle (Plischke, 2010) we propose a methodology that allows the computation of SI form a
set of given data. We propose to start from the local conditional variance to derive the global sensi-
tivity indicator by estimating the variance of the conditional expectation (2). The local information
on sensitivity is summarized under the form of a Diagram of Expected Variance Reduction (DEVR),
which relates the local reduction in uncertainty with the domain of variation of the considered input
parameter with reduced width.

SI are given by (1). The variance of the conditional expectation can be expressed as the expectation of
conditional variance (2). In order to estimate the variance of the conditional expectation V [E[(Y |xi)]],
we first estimate the expectation of the conditional variance E[V [(Y |xi)]] by following these steps:
(i) Partition of the input parameters space into clusters (K-means algorithm with fixed number of
samples for example), in which the variation of xi is supposed weak (see fig. 1.A). (ii) Computation
of the local conditional variance V [(Y |xi)] (LCV) for each cluster (see fig. 1.B). (iii) Estimation of
the expectation of local conditional variance E[V [(Y |xi)]] (ELCV) with (2) (fig. 1.C). (iv) SI are
obtained from the average of the expectation of local conditional variance. Higher order effects can
be estimated following the same scheme.

Si =
V [E[(Y |xi)]]

V [Y ]
(1)

V [E[(Y |xi)]] = V [Y ]− E[V [(Y |xi)]] (2)

The described methodology allows also the computation of the relationship between SI and the inputs
parameters variation range width (DEVR). In other words, this answers the question of what would
be SI values if the initial variation range was reduced or true value of parameters was known: this
can be achieved without new simulations run contrary to classical methods.
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The proposed algorithm is used to estimate the first order and second order SI and the DEVR
on the Ishigami function (3). This widely used test function exhibits strong nonlinearity and non-
monotonicity (Sobol’ & Levitan 1999) which make it challenging.

y = f(x1, x2, x3) = sin(x1) + 7 sin2(x2) + 0.1x43 sin(x1),wherexi ∼ U(−π, π) (3)

We tested the developed algorithm termed ELVR against Jansen’s algorithm (Jansen, 1999) and EASI
(Plischke, 2010) for the first effects (5,000 model run) and against peek and freeze algorithm (Fruth
& al 2014) and Monod’s formulation (Monod et al. 2006) for the second order effects (10,000 model
run). The results are reported in fig. 2 and fig. 3: these show a very good convergence for the first
order SI index with less than 10,000 simulations as well as for the second-order indices especially for
indices of high values.

From the DEVR (fig. 4) many information on local sensitivity can be extracted. Among others:
- In fig. 2, S1 = 0.31, which means that if x1 is fixed; a reduction of 31% on the total variance is
expected. But in the DEVR (fig. 4) we see that depending on the chosen value the reduction can
vary between 55% (x∗1 = −π, 0, π) and 0% (x∗1 = −π/2, π/2). But on average it’s equal to 31%.
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- The reduction of variation range of x1 from [−π, π] to [−π/8, π/8] reduces the total variance of
output by more than 50%. On the other hand, a reduction from [−π, π] to [3π/8, 5π/8] do not change
V [Y ].

Acknowledgement: This work has been funded by the French National Research Agency (ANR)
under action 2 of the convention # 14 CARN 013-01 with Institut Carnot BRGM.
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Getting better insights in the influence of uncertainties in seismic

risk. Application to L’Aquila earthquake (2009)

A. Benäıchouche1, J. Rohmer1, D. Monfort Climent1, and Christian Bellier1

1BRGM, The French Geological Survey, France

Abstract

Over recent years, numbers of tools for seismic risk analysis have been developed to evaluate casualties
and losses induced by earthquakes. A recent overview of available models can be found in (Molina et
al. 2010). These predictions software require a large number of quantitative parameters (parametric
uncertainty) but also model structures (model uncertainty). The choice of the appropriate model and
the determination of exact values of these parameters remain very difficult. Therefore, sensitivity
analysis and uncertainty quantification have to be performed for these kinds of studies. In this
context, the aim of this article is to present a methodology for getting better insight in the role
played by the different uncertainty sources (parametric and model) based on a variance-based global
sensitivity analysis. Contrary to Rohmer et al. (2014), we used a less greedy estimation algorithm
(Benäıchouche & Rohmer 2016), which both allows providing global sensitivity measures, but also
information on local sensitivity. The application case is the risk analysis performed for Aquila (Italy,
2009) earthquake.

The seismic damage assessment models evaluate earthquake-related risk, casualties, and losses through
the convolution of two independent modules: seismic aggression and vulnerability. For seismic ag-
gression estimation three steps are required: (i) Regional hazard estimation by calculating the ground
shaking (Peak Ground Acceleration on bedrock PGA) induced an earthquake defined by its epicenter
position (XY), depth (Z), magnitude (Mw) using ground motion prediction equations (GMPE) associ-
ated to a statistical parameter (Sigma). (ii) PGA at local scale, which accounts for lithological effects
via an amplification factor (LITH). (iii) The PGA value is converted in macro-seismic intensity using
conversion laws (GMICE). The obtained intensity is then convoluted with vulnerability module for
damage estimation. In this work, we focus on the sensitivity analysis related to the estimated intensity
output. All our simulations were performed with Armagedom software (Sedan et al, 2013).

To assess the sensitivity analysis of the intensity output we developed a new technique for Sobol’ in-
dices estimation, where the variance of the conditional expectation V [E[(Y |xi)]] is calculated from the
expectation of the local conditional variance E[V [(Y |xi)]] by partitioning the input parameters space
into clusters. This algorithm (ELVR) is presented in details in (Benäıchouche & Rohmer, 2016). This
method allows the estimation of the first order and second order Sobol’ indices and its relationships
with the inputs parameters (respectively: model) variation range width (respectively: model choice).
Here, the obtained results with the developed technique will be presented and compared with those
obtained with Saltelli’s algorithm (Saltelli, 2002) for the first order Sobol’ indices estimation.

L’Aquila is a moderate-sized city (∼ 73,000 inhabitants) located in Central Italy (Fig.1), 90km in
the south-west of Roma. On 6 April 2009, a 6.3 earthquake magnitude hit the region causing severe
damages: 308 people have died, 20% of the housing was heavily damaged and more than 40,000
people were left homeless (Tertuliani, 2010). The impact on religious and monumental heritage was
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also disastrous. The estimated intensity in the L’Aquila center is around 8.5 (EMS scale). In this
context, our objective is the evaluation of uncertainties propagation (parameter and model) related
to the average estimated intensity in the L’Aquila. The uncertainties sources for this application are
summarized in table 1. The estimated values were obtained from Douglas et al. 2015. More details
are provided in Douglas et al. (2015) and references therein.

The quantity of interest is the intensity (average over the whole area of the L’Aquila Historical city)
for the Sobol’ indices estimation with 7 random inputs (Table.1). Samples were generated using Sobol’
quasi-random sequences technique. The performed simulations give an average intensity of 7.5 and a
total variance of 1 (Fig.1 show the results of an arbitrary simulation). The results are given in Fig. 2
(left). Fig.2 (left) shows that the developed method requires a fewer number of model evaluations (1K
simulations) to obtain an excellent convergence compared to those obtained with Saltelli algorithm
(200K simulations).

Analysis of results of the first order effects (Fig.2-left) shows that the model is additive (sum of seven
main effects is 95.6%). This means that all input parameters have a negligible interaction effects
between them. This result is confirmed in Fig.2 (middle), which shows that all second order Sobol’
indices effects are less than 4% (10K model evaluations). Therefore, the analysis can be restricted
to the first order effects. We observe (Fig.2 - left) that the most influential input corresponds to the
choice of the GMICE model with a main effect of 58% followed by the GMPE model with a main
effect of 14%. Uncertainties on Magnitude (Mw) and Sigma represent a main effect of 8%. Finally,
the position, depth and lithological site effects (denoted XY, Z and LITH) have a little influence (less
than 3%). These results show that the appropriate choice of GMICE and GMPE models should be
prioritized in future investigations.

A local analysis of the first order effects of the GMICE model shows (Fig.2 - right) that the GMICE
equations 1,2,3 have respectively an influence of 22%,73%,80%. This means that if additional infor-
mation were available and the GMICE is fixed to 3, the total variance on the average intensity could
be reduced up to 80%. On the other hand, if it was fixed to 1 a reduction of 22% could be expected.
The average reduction on total variance is given by the mean of these three values (58.3%) which
correspond to first order Sobol’ index obtained in Fig.2 (left).

Acknowledgement: This work has been funded by the French National Research Agency (ANR)
under action 2 of the convention # 14 CARN 013-01 with Institut Carnot BRGM.
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Dynamic coupling between µCHP systems and buildings: sensibility

analysis of the time resolution of the electrical demand data and of

µCHP modeling typology

J.B. Bouvenot1, M. Siroux1, and B. Latour1

1ICube UMR 7357, INSA de Strasbourg, 24 Boulevard de la Victoire, 67000 Strasbourg, France

Abstract

The micro combined heat and power (µCHP) or micro cogeneration is a technology which produces
simultaneously decentralized thermal and electrical (or mechanic) energy at low power (electrical
power ¡ 50 kWel). This technology recovers the “fatal heat” losses considered as “heat waste” produced
in thermodynamics or thermochemical cycles for mechanic energy production. This heat can be used
to cover buildings heating and domestic hot water (DHW) needs. The µCHP matches the two goals of
energetic system efficiency and greenhouse gas emission reduction by converting more efficiently the
primary energy in final energy [1]. Besides, the integration of these low thermal and electrical power
systems within the energy consumption places lets to self-consume the produced energy, to relieve the
grid mainly during peak demand hours and to avoid grid losses.

A wood pellet steam engine and a gas (or biogas) Stirling engine µCHP devices have been tested at the
laboratory of INSA Strasbourg in order to characterize their performances in steady and unsteady
states. Two realistic and dynamic models based on these experimental investigations have been
developed in previous works [2, 3] in order to predict their energy performances and their pollutant
emissions. These models have been implemented in the TRNSYS’s numerical environment where an
optimization platform has been implemented. Thermal and electrical energy storage systems and
energy management controller have been implemented in this platform which is used to optimize the
coupling between buildings and this kind of innovative devices by considering energetic, economic
and environmental criteria. [4]. Dynamic thermal simulations (DTS) only computes dynamic heating
loads but the other most crucial parameters of the platform are the DHW load profiles and mainly
the electrical load profiles in buildings which needs to be realistic, variable, suitable to the French
context and with a low time step. Existing data basis are weakly suited to our platform because of
their lack of precision (more than 5 min time step), their lack of information (no information about
the load profiles for each electrical appliance) or their non-relevance in the French context.

Stochastic and high resolution electrical demand and DHW demand generators have been created
and are well adapted to the French context by using a “bottom-up” method aggregating the electrical
load of each electrical appliance or specific DHW draw-off by a stochastic way [5].

Here we propose two kinds of sensitivity analysis:

The first one deals with the time resolution of the electrical needs. This time resolution appears as
crucial to catch the real variation of this quantity which is very variable and volatile. This “electrical”
time step is not suitable with the “thermal” time step of thermal building energy simulations which
involves usually hourly or semi hourly time steps. A big time step tends to smooth the peak of the
electrical demand and artificially increase the self-consumption of the produced electricity. Besides,
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we propose a numerical repeatability analysis to show the dispersion about self-consumption ratios
linked to different electrical demand data generated by the stochastic algorithm. The aim is to show
the impact of the simulation time step and the reliability of the results linked to a data file. This
study will help to obtain are liable and realistic final result.

The second analysis deals with the modeling typology. Precise data driven models have been developed
by taking into account transient behavior and boundary conditions influence (cooling water mass flow
and temperature). This sensitivity analysis compares different modeling strategy (steady modeling,
constant efficiency modeling and data driven unsteady modeling) and let to show the relevance to
use such a model compared with the state of the art adopted modeling typology. The sensitivity
analysis will show the importance attached mainly to the time simulation,to the electrical demand
data resolution and to the level of precision of µCHPmodels. About self-consumption ratios, simplified
assumptions induce range differences of +10 to + 20% compared with a more detailed modeling.
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Quantile-oriented sensitivity indices

BROWNE Thomas1,2, FORT Jean-Claude2, LE GRATIET Löıc1

1 EDF Lab Chatou, France
2 Université Paris-Descartes, France

Goal-oriented sensitivity analysis (GOSA, [1])

Let f be a numerical code and Y its one-dimensional output such that Y = f(X1, X2, ..., Xd),
where X = (X1, X2, ..., Xd) are independent random inputs. Regarding a certain strategy for
the study, we focus on one precise property of Y ’s distribution, θ(Y ): it can be E[Y ], qα(Y ), the
α-quantile of Y , P(Y > ts) with ts a threshold. If there is a need for sensitivity analysis, GOSA
states that it may be more relevant to restrict it to θ(Y ). Therefore our wish is to quantify the
inputs’ influence over θ(Y ). It consists in studying the variability of the conditional parameter
θ(Y | Xi). We adopt the following theoritical method: for each input Xi, with i ∈ {1, ..., d}, one
consecutively sets Xi = xi for all the possible values of Xi and simulates f(X1, ..., xi, ..., Xd) an
infinite number of times. Hence one can compute θ(Y | Xi = xi). We repeat this procedure for
all the possible values xi so that we learn θ(Y | Xi)’s distribution. The latter contains the needed
information about Xi’s influence over θ(Y ).

Sensitivity analysis indices with respect to a contrast : the quantile case

In [2] the authors introduced the following sensitivity index, for i ∈ {1, ..., d} and α ∈]0, 1[:

Si
cα(Y ) = min

θ∈R

E [cα(Y, θ)]− EXi

[
min
θ∈R

E [cα(Y, θ) | Xi]

]
,

with: ∀y, θ ∈ R cα(y, θ) = (y− θ)(1y≤θ −α), which evaluates the influence of Xi over q
α(Y ). Be-

sides, let us recall that qα(Y ) = argmin
θ∈R

E [cα(Y, θ)] and qα(Y | Xi = xi) = argmin
θ∈R

E [cα(Y, θ) | Xi = xi],

therefore:
Si
cα(Y ) = E [cα(Y, q

α(Y ))]− E [cα (Y, qα (Y | Xi))] .

Hence one can see that Si
cα(Y ) quantifies the modification of qα(Y ) when one sets Xi to a single

value. Besides, we easily prove EXi

[
min
θ∈R

E [cα(Y, θ) | Xi]

]
≤ min

θ∈R

E [cα(Y, θ)]. Then the authors

normalize the index as they divide it by min
θ∈R

E [cα(Y, θ)]. This now implies: 0 ≤ Si
cα(Y ) ≤ 1. In

order to justify the meaning of the index, we prove the following property:

Si
cα(Y ) = 0 if and only if qα (Y | Xi) = qα(Y ) a.s.

Si
cα(Y ) = 1 if and only if ∀xi Var (Y | Xi = xi) = 0.

Estimator and property

From a n-sample
(
Y 1, ..., Y n

)
, where n ∈ N, and for j ∈ {1, ..., n}, Y j = f

(
Xj

1 , ..., X
j
d

)
, we

propose an estimator for Si
cα(Y ). The first term can be easily estimated by a classical empirical

estimation min
θ∈R

1
n

∑n
j=1 cα

(
Y j , θ

)
, where q̂α(Y ) := argmin

θ∈R

1
n

∑n
j=1 cα

(
Y j , θ

)
is the empirical

quantile estimator. The second term is much more complicated to estimate as it contains a double
expectation (including a conditional expectation) and requires to solve a minimization problem.
We base its estimation on the following asymptotic result proved in [3]:

∀xi st fi(xi) 6= 0, argmin
θ

1

fi(xi)

n∑

j=1

cα
(
Y j , θ

)
Kh(n)

(
Xj

i − xi

)
P−→

n→∞
argmin

θ
E [cα(Y, θ) | Xi = xi] ,

where K is a positive second-order kernel on a bounded compact, (hk) the bandwidth sequence
and fi the density function of Xi, with the conditions h(n) −→

n−→+∞
0 and h(n)×n −→

n−→+∞
+∞.
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The problem is that we are not interested in the minimizers but in the minimal values for each
possible xi by which we condition, and need to compute their average over the different xi. At the
end, we propose the following kernel-based estimator for Si

cα(Y ):

Ŝi
cα(Y ) = min

θ∈R

1

n

n∑

j=1

cα
(
Y j , θ

)
− 1

n

n∑

k=1

min
θ∈R

1

k.fi(Xk
i )




k∑

j=1

cα
(
Y j , θ

) 1

hk
K

(
Xk

i −Xj
i

hk

)
 .

Under the same conditions than above we prove the consistency of the estimator:

Ŝi
cα(Y )

P−→
n−→+∞

Si
cα(Y ).

Applications to defect detection

We study an example in the context of defect examination: we inspect of a structure by sending a
wave that reflects on the hypothetical defect. The random reflected signal Z, function of the size
of defect a, random environmental properties X and a noise of observation δ, is measured so that:
(Z(a,X, δ) > ts) implies that the defect is detected. Let us focus on the random defect a90, function
of the inputs X, defined as P (Z(a90, X, δ) > ts | X) = 0.90, which is the defect that is detected
with a probability of 90% under the conditions X. In this example we consider three inputs,
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Figure 1: Index estimation for the influence of the three inputs over qα (a90). Ŝ1
cα (a90) is in red,

Ŝ2
cα (a90) in green and Ŝ3

cα (a90) in yellow.

X = (X1, X2, X3), and the wish is to estimate S1
cα (a90) , S

2
cα (a90) and S3

cα (a90) . The different
estimators Ŝ1

cα (a90), Ŝ
2
cα (a90) and Ŝ3

cα (a90) are computed for a size of sample n = 2, ..., 150.
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Investigation of Modern Methods of Probabilistic Sensitivity Analysis

of Final Repository Performance Assessment Models

D.A. Becker1 and S.M. Spiessl1

1Gesellschaft fuer Anlagen- und Reaktorsicherheit (GRS) gGmbH, Germany

Abstract

For deep geological repositories for radioactive waste, numerical performance as- sessment is a key
process in all phases from site selection to licensing for closure. The release of contaminants to the
biosphere for a number of conceivable scenarios has to be assessed in advance, which can only be
done by modelling all relevant effects in an integrated, coupled model. Such computation models are
typically rather complex, as they combine a lot of physical and chemical effects and influences from
various processes in the underground. As a result, they often show a highly non-linear behaviour.

There are many parameters influencing the calculation results that are subject to essential uncertain-
ties. By this reason, sensitivity analysis is an important tool for investi- gating the model behaviour.
Sensitivity analysis is not only adequate for directing re- search activities, but can contribute essen-
tially to a proper model understanding and even reveal errors in the model or the data.

In the past, there was a tendency to apply well-known standard methods of probabilistic sensitivity
analysis to performance assessment models uncritically without thinking about their appropriateness.
Although such a procedure often leads to a correct sensitivity estimation, it cannot be excluded that, in
extreme cases, it can yield wrong or misleading results and jeopardise the benefit of sensitivity analysis.
Therefore, a research programme was set up some years ago in order to investigate new developments
in sensitivity analysis, their applicability to performance assessment model results and the benefit
such methods can provide for repository safety assessment.The final goal of the investigations was to
provide some guidance to a modeller for performing an effective and meaningful sensitivity analysis.
In this talk we present an overview of the total project and the main outcomings.

Three performance assessment models were defined for hypothetical repositories for different kinds
of radioactive waste in different geological formations. These models show different effects that are
typical for their specific type, like output results widely spread over many orders of magnitude,
occurrence of a considerable number of zero - runs, a two - split output distribution or an extremely
non-linear, nearly non-continuous behaviour. For each model a set of uncertain input parameters was
defined.An appro- priate pdf was assigned to each parameter.

The models were calculated a high number of times using parameter samples of sizes between 1000 and
32000 that were drawn applying different sampling algorithms like Random sampling, Latin Hypercube
sampling, Quasi-Random-LpTau sampling, FAST and EFAST sampling, and Random Balance Design
(RBD) sampling. Different me- thods of sensitivity analysis were applied, including Standardised
Regression and Rank Regression Coefficients (SRC/SRRC), (Extended) Fourier Amplitude Sensitivity
Test (FAST/EFAST), Effective Algorithm for Computing Global Sensitivity Indices (EASI), the State-
Dependent Parameter (SDP) method as well as the Smirnov test. Some experiments were also done
with correlated input parameters and transformation of model output. Moreover, graphical methods
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of sensitivity analysis, mainly the Contribution to Sample Mean (CSM) plot, were applied.

Sensitivity measures were calculated with each method for a number of points in time, so that the
results could be plotted as time curves. The investigation of the results was oriented at the following
questions:
- How robust are the results? Do the curves considerably change if a different sample of same size is
used? How many runs are necessary to achieve stable curves?
- Do the different methods calculating variance-based sensitivity indices of first order produce similar
results?
- Do the different sensitivity measures and graphical methods qualitatively agree about the main
sensitivities?
- Are the sensitivity analysis results plausible and understandable?
- Are all sensitivities detected by the different methods?
- Which sampling algorithm seems best?
- Can the significance of sensitivity analysis be improved by transforming the model output to a more
appropriate scale?
- How numerically effective are the different methods of sensitivity analysis?

Acknowledgement: This work was funded by the German Federal Ministry for Economic Affairs
and Energy (BMWi) under grant No. 02E10941.
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Multi-dimensional measures (often termed composite indicators) are popular tools in the public 

discourse for assessing the performance of countries/entities on human development, perceived 

corruption, innovation, competitiveness, or other complex phenomena that are not directly measurable 

and not precisely defined. These measures combine a set of relevant variables using an aggregation 

formula, which is often a weighted arithmetic average. The values of the weights are usually meant to 

reflect the variables’ importance in the index, which is based on the subjective beliefs of the developer. 

In practice, however, correlations between variables mean that the weights assigned to each variable do 

not actually reflect the true importance in terms of their contribution to the composite indicator. To 

elaborate, let {𝑥𝑖}𝑖=1𝑑  be the set of d input variables to the composite indicator, and y be the output (i.e. 

the composite indicator value). Weights wi are assigned such that: 𝑦 = 𝑤1𝑥1 + 𝑤2𝑥2 +⋯+𝑤𝑑𝑥𝑑, 

where ∑ 𝑤𝑖𝑑𝑖=1 = 1. Given a sample of N points, consider an importance measure I which measures the 

influence of each 𝑥𝑖  on 𝑦, which is also normalised to sum to 1. The key point is that 𝐼𝑖 ≠ 𝑤𝑖, nor is I 

necessarily linearly related to w, although this fact is sometimes overlooked by developers. Note that 

the importance of a composite indicator’s inputs on its outputs is dependent on the sample. Two 

questions immediately arise: first, given a set of weights and a sample, what is the influence of each 

variable on the output? Second, how can weights be assigned to reflect the desired importance? 

This work views the problem from a sensitivity analysis perspective, using tools from the literature on 

global sensitivity analysis with correlated inputs to understand the importance of each variable’s 
contribution to the index. In particular, the first order sensitivity index, 𝑆𝑖 = var[E(𝑌|𝑋𝑖)]/var(𝑌) is 

used, which is referred to here as the Pearson correlation ratio (an equivalent term that was used by 

Karl Pearson first in 1905). This term is used to emphasise that the measure is being used first and 

foremost to measure correlation, and not sensitivity in terms of a variance decomposition. 

In order to estimate the correlation ratio, this work follows previous work of [3] and [1] by using 

nonlinear regression to estimate the main effect E(𝑌|𝑋𝑖). However, additional to the use of local 

polynomial regression, two other approaches are considered. The first is the use of penalised splines, 

which can be fit with a particularly low computational cost (an advantage which is exploited in the 

optimisation step below). The second is the use of Bayesian Gaussian processes, which have the 

advantage of providing confidence intervals on the Pearson correlation ratio. 
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As a further step, to better understand the influence of variables on the composite indicator, an 

approach based on the correlated sensitivity analysis work of [4] is applied, which uses an additional  

regression to decompose the influence of each variable into influence caused by correlation, and 

influence caused by the composite indicator structure (aggregation and weights). 

To now address the second question, the issue of optimisation of weights is considered. Although this 

problem has been tackled in [3] using linear regression, the proposal here is to extend it to nonlinear 

regression, to account for nonlinear main effects. Letting �̃�𝑖 be the desired correlation ratio of variable 𝑥𝑖, the set of weights 𝒘opt that minimises the difference between �̃�𝑖 and 𝑆𝑖(𝒘) is found by, 𝒘opt = argmin∑ (�̃�𝑖 − 𝑆𝑖(𝒘))𝑑𝑖=1 , 

where 𝒘 = {𝑤𝑖}𝑖=1𝑑 . This minimisation problem is performed by the Nelder-Mead simplex search 

method [2]. See the figure below for an overview of the optimisation process. 

 

The methodologies proposed here are applied to several test cases, namely the Resource Governance 

Index, the Good Country index, and a hydrological example—the Water Retention index, which 

demonstrates how weight optimisation can be performed on composite indicators with thousands, or 

possibly millions, of data points. The case studies provide insight in terms of the ideal weightings for 

each composite indicator, as well as illustrating the potential and limitations of the proposed 

approaches. 

[1] Da Veiga, S., Wahl, F., & Gamboa, F. (2009). Local polynomial estimation for sensitivity analysis on 

models with correlated inputs. Technometrics, 51(4), 452-463. 

[2] Lagarias, J. C., Reeds, J. A., Wright, M. H., & Wright, P. E. (1998). Convergence properties of the 

Nelder--Mead simplex method in low dimensions. SIAM Journal on optimization, 9(1), 112-147. 

[3] Paruolo, P., Saisana, M., & Saltelli, A. (2013). Ratings and rankings: voodoo or science?. Journal of the 

Royal Statistical Society: Series A (Statistics in Society), 176(3), 609-634. 

[4] Xu, C., & Gertner, G. Z. (2008). Uncertainty and sensitivity analysis for models with correlated 

parameters. Reliability Engineering & System Safety, 93(10), 1563-1573. 
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A Copula-based Approach to Sensitivity to Correlations in Struc-
tural Reliability Problems

Nazih Benoumechiara
LSTA–UPMC & EDF Lab Chatou, France

Roman Sueur & Nicolas Bousquet & Bertrand Iooss

EDF Lab Chatou, France

Gérard Biau & Bertrand Michel & Philippe Saint-Pierre
LSTA–UPMC & Institut de Mathématique de Toulouse, France

To unsure the high reliability level of industrial structures, EDF conducts probabilistic studies [1].
They are based on a computational model, which aims at describing at best the physical behaviour
of a structure under loading. A statistical model is build to describe the uncertainties of the param-
eters involved in the computational model. Unfortunately, little information is usually available
on the stochastic dependence of variables. The statistical model is therefore partial and can be
reduced to its margins only. Consequently, reliability studies in industrial practice are frequently
carried out assuming independence of variables. A question that arises is how can we enhance the
robustness of the studies without knowledge of the correlations? To answer this, our work aims to
quantify the impact of potential dependencies on the structure reliability.

The methodology consider the input random vector X = (X1, . . . , Xd) ∈ SX and the output
random variable Y = g(X) ∈ SY of the model g. The quantity of interest of the output variable Y ,
used to quantify the risk faced by the structure, is denoted by C (Y ). We use the notion of copulas
to describe the dependence structure of X, independently of its marginals. The joint Cumulative
Distribution Function (CDF) of X is thus given as

FX(x1, . . . , xd) = Cρ (FX1
(x1), . . . , FXd

(xd)) ,

where Cρ : [0, 1]d → [0, 1] is a copula with parameter ρ ∈ Sρ and FXi
is the marginal’s CDF of

Xi. We also introduce the notation Xρ to describe a random vector X associated with a copula
Cρ, and the related output variable Y ρ = g(Xρ).

X1

Xi
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Copula

Output  Y

q
α

f
Y

ys

(y)
Failing Reliable

P(Y  ≤s) 
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ρ

ρ

g
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Cρ
X

ρ

ρ

Figure 1: Uncertainty propagation of X with a copula Cρ through the model g.

Some related studies focused on measuring the impact of a perturbation on a marginal Xi [2] or
an incomplete joint density of X [3] on the model output Y . In this work, we propose a sensitivity
index which quantify, for a chosen copula, the change on the quantity of interest between the worst
case scenario and the independence case. Such an index is described by

I =
C (Y ρ∗

)

C (Y )
,
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where C (Y ) is the quantity of interest of Y at independence and ρ∗ is the dependence configuration
obtained by maximising the risk R, such as ρ∗ = argmaxρ∈Sρ

R(ρ). The index I would describes
the general impact of the dependence structure on C . Moreover, the index Iij quantifies the impact
of a one pair of variables dependence Xi-Xj on C , while the other variables are independent. As
for the general index I , it is defined as

Iij =
C (Y ρ∗

ij )

C (Y )
,

where ρ∗
ij = argmaxρ∈Sρ

R(ρij) is the dependence parameter of the pair of variables Xi-Xj leading
to the worst case scenario. There is, for the moment, no direct relation between Iij and I .

The estimation of such indices is almost entirely controlled by the estimation of the worst case
dependence structure ρ∗. This problem of extremum-estimation is consistent using a Monte-Carlo
sampling. The figure 2 shows the related estimated one pair indices, for a Gaussian copula, applied
to the Flood example [4] using the failure probability of Y as the quantity of interest. The closer
an index Iij is to 1 and the less impactful the dependence of the pair Xi-Xj is. And vice versa
when the value is high.
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Figure 2: Monte-Carlo estimation of the indices Iij for each pair Xi-Xj of the flood example.

Unfortunately, the Monte-Carlo sampling is costly and can hardly be performed for computation-
ally expensive models. Thus, other estimation methods, such as Random Forests [5], could be
considered to reduce the number of model evaluations. Moreover, such indices can be too pes-
simistic, because the worst case scenario can be very unlikely. Therefore, another perspective
would be to consider every penalised dependence structures instead of the worst case configuration
only.
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Sensitivity analysis under different distributions using the same

simulation

R. Bolado Lavin1 and S. Tarantola1
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Abstract

Modelling is used in many areas of science and technology to deal with safety and security problems.
When dealing with this type of problems, risk / safety / security criteria are established and the
technical body of the organization developing the study has to prove compliance of the system under
study with the criteria (think, for example, of nuclear reactor safety, high level nuclear radioactive
waste repositories safety assessments or security of gas supply). Criteria are typically established on
some output variable, such as for example the dose to the population or the quantity of unserved
gas. Most frequent criteria are based either on the expected value of the output variable or on
some probability of exceedance (the expected dose should not exceed a given reference value, or the
probability of not satisfying the demand of gas protected customers at least one day of the year should
be less than 5%).

In many of these problems, the uncertainty in the input parameters is characterized by means of prob-
ability density functions (pdf) via expert judgement, given the intrinsic difficulty, even impossibility of
taking actual measurements. When this happens, sometimes Sensitivity Analysis (SA) practitioners
and analysts are confronted with the problem of having different, conflicting pdfs for characterizing
the uncertainty in a given input parameter. Sometimes experts acknowledge large uncertainty in the
scale and shape of the input parameters; sometimes they provide conditional probabilities (dependent
on other uncontrolled parameters); sometimes they even do not agree. Even if pdfs are obtained via
actual measurements, pdfs may evolve over time after the acquisition of new information (Bayesian up-
date of information). Under these circumstances, SA practitioners are asked how the output variables
distributions could change given changes in the input parameters pdfs, and in particular, if alternative
input parameters pdfs could deliver significant changes in terms of criteria violation.

During the last two decades we have seen a huge development in the area of SA (variance based
techniques, Monte Carlo filtering, graphical techniques, etc.), but this problem has been systematically
ignored in the literature. The trivial solution to this problem is to execute Monte Carlo with the
default input multivariate distribution (f1(x)) and to repeat it again, using a new sample, using the
alternative (f2(x)) pdf, comparing afterwards the statistics obtained and apply the corresponding
test to determine if differences are statistically significant (provided that the adequate test exists).
Certainly this procedure is far from optimal. McKay and Beckman [1] are among the few authors
that have addressed formally this problem. These authors propose two methods to estimate the effect
of changing the input distributions: the rejection method and the weighting method. Hesterberg [2]
addresses also the problem from the point of view of importance sampling. The approach adopted in
this paper is not the importance sampling approach, but the SA view. The estimator proposed for
the distribution of the output variable is the one that assigns a new weight

P (Y (xi)) =

f2(xi)

f1(xi)
∑n

j=1

f2(xj)

f1(xj)
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to each sampled output value Y . In this way one can estimate the pdf of the output for different pdfs
of the input and, in particular, variance-based sensitivity indices for different input pdfs, using the
same simulations.

We have applied this method to the assessment of the safety of a passive system in a nuclear power
plant. This system is the BOPHR/RP2 ”Base Operation Passive Heat Removal strategy applied
to Residual Passive heat Removal system on the Primary circuit. This system is considered passive
because after the start of the nuclear accident it relies only of physical principles to accomplish
its mission (adequately cool down the reactor core and keep moderate the pressure in the primary
circuit). In particular it should be able to work with total lack of electricity supply, relying only on
natural circulation. In this problem 14 input parameters affected by uncertainty were considered.
The system was considered to succeed if it were able to keep pressure in the primary circuit below 4
MPascal.

Figures 1 and 2 show the results obtained for the Pressure when the pdfs of two different parameters
are changed. Input parameter 1 is very important, while input parameter 2 is irrelevant to the output
variable considered. Under the default distribution (purple line), the estimated probability of failure
of the system (pressure exceeding 4MPascal) is approx. 0.04. Under the different alternative pdfs
for parameter 1, the probability of failure may change between approx. 0.01 and 0.11. On the other
hand, the probability is completely insensitive to changes in the pdf of input parameter 2. In the
paper we show how to derive the proposed approach, its properties and statistical tests applicable to
determine if the differences are statistically significant.
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Predicted Sensitivity for establishing well-posedness conditions in
stochastic inversion problems

Mélanie Blazère & Nicolas Bousquet
Institut de Mathématique de Toulouse & EDF Lab Chatou, France

We consider a stochastic inversion problem defined by the knowledge of observations yn = (y∗i )i∈{1,...,n}

living in a q−dimensional space, which are assumed to be realizations of a random variable Y ∗

such that

Y ∗ = Y + ε,

Y = g(X)

where X is a d−dimensional random Gaussian variable X ∼ N (µ,Σ) with unknown θ = (µ,Σ),
ε is a (experimental or/and process) noise with know distribution fǫ, and g is some deterministic
function from Rp to Rq (possibly a black-box computer model) . This inversion problem (ie.,
estimating θ) can be solved in frequentist [3,1] or Bayesian [4] frameworks (possibly by linearizing
g [1]), using missing data algorithms. In both frameworks, inferring on θ requires that several
conditions of well-posedness and identifiability are gathered.

The first one is Hadamard’s well-posedness condition, which states that the solution θ̂ of the inver-
sion/calibration problem should exist, be unique and be continuously dependent on observations
according to a reasonable topology. In the case where g is linear or can be linearized, namely if
there exists a linear operator H such that Y ∗ = HX + ε, this condition is traduced by a low value
of the condition number of H [2]. The second condition is the identifiability of the input model
X ∼ N (µ,Σ). In similar cases of linearity or linearization, this condition states that H must be
injective (rank(H) = d) and d ≤ nq.

However, additionally to Hadamard’s condition, and independently of the availability of experi-
mental data y∗, a second condition of well-posedness is, to our knowledge, never evoked in practice,
while it seems to be of primary importance in the specific framework of stochastic inversion. This
condition arise from (let us say) predictive sensitivity analysis. Imagine that the problem is solved
and θ is known. Any sensitivity study, for instance based on celebrated Sobol’ indices [5], should
highlight that the main source of uncertainty, explaining the variations of Y ∗, is X and not ε. In
practice, this kind of diagnostic is established a posteriori, as a check for an estimated solution θ̂
(or a posterior distribution π(θ|yn) in a Bayesian context). However, this property is more than
desirable and should be converted into a modelling constraint for the estimation of θ. In a Bayesian
inversion context, such a constraint would apply on the prior elicitation of (the parameters of) θ,
and could help to define better reference measures when no other prior information is available on
θ nor X. Such a study requires a formal definition of what ”the main source of uncertainty” means.

Several answers to the problem of well-defining a stochastic inversion problem, by formalizing a
new condition on θ with respect to the features of g and fε, are proposed in this talked. They
are successively based on Sobol’ indices, entropic indices then comparisons of Fisher information.
The case when g is linear or linearizable is considered in this study, since it appears as a minimal
framework to establish such a rule (or possibly several rules) of well-posedness. Strongly nonlinear
cases often by definition present more contrasted behavior between observations and noise, and it
is likely that the ratio between signal and noise be more in favor of the signal.
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In this regard, one-dimensional linear then linearizable models are studied. Then a general rule
of well-posedness is presented and results are derived for multivariate linearizable models. A
theoretical link is done with Sobol’indices. Extensions to nonlinear cases are discussed, as well as
stochastic metamodels as Gaussian kriging used in general stochastic inversion [4]. Furthermore,
the control of bias arising in linearizable contexts is evoked, as a new source of uncertainty that
should be monitored in the same way as the noise ε. Finally, the approach is tested over toy
examples and a simplified hydraulical example, and compared with usual stochastic inversion
methodologies that do not consider this well-posedness condition a priori.
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Sensitivity analysis and the calibration problem of a biodynamic
model for Indian Ocean tuna growth

Nicolas Bousquet1 & Emmanuel Chassot2 & Sébastien Da Veiga3 &

Thierry Klein1 & Bertrand Iooss1 & Agnès Lagnoux1
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The growth of Indian Ocean Yellowfin (Thunnus albacares) tunas is characterized by several shapes
(Figure 1) which can be explained by the juxtaposition of several environmental forcing parameters
X ∈ Ω ⊂ Rd (for instance the water temperature or the food density) and metabolic (intrinsic)
parameters θ ∈ Θ ⊂ Rq. Several regime shifts can appear, that are connected to specific devel-
opment stages: typically, larvae grow fast to juveniles, then some bioenergetic losses may occur,
indicating spawning or senescence. Nonetheless, older and healthy fish are experimented predators,
which may be traduced by a sensible increase of growth acceleration towards an asymptotic limit,
in favorable conditions. The knowledge of the values range of the most influential parameters
driving each kind of shape and the age-length key also produced can play an important role in
the determination of the size structure of fishing gears, in a perspective of elaborating sustainable
exploitation patterns.

Calibrating and classifying the range of values for (X, θ), in function of shapes, can be conducted
using a biodynamical, functional computer model {L(t),W (t)}t=0,...,T = gθ(X) based on the Dy-
namic Energy Budget (DEB) theory [1]. It simulates simultaneously the curves of fork length L(t)
and the weight W (t) indexed by age 0 ≤ t ≤ T , and several sources of information. The latter are
described as pointwise noisy observations D∗ of fork lengths and weights arising from laboratory
experiments, commercial catches and capture-recapture campaigns (Figure 2). More formally, the
aims are:

1. to start from two prior distributions fX(x) and π(θ), typically based on previous works on
close species, and to conduct a first sensitivity analysis (SA) to highlight the most influent
inputs and decrease the dimension (d+q ≥ 20); classical SA tools (differential SA, multivari-
ate Sobol’ indices [2], etc., see [6] for a review) and others (e.g., elasticity indices) are used
to do so, since no dependence between the inputs is assumed a priori;

2. to update fX(x) and π(θ) conditionally to the likelihood ℓ(D∗|X, θ) by computing the pos-
terior distribution with density

h(x, θ|D∗) ∝ ℓ(D∗|x, θ)f(x)π(θ); (1)

3. to conduct a more detailed sensitivity study, taking into account the classification of shapes
arising from the knowledge of (1) and the correlation between the inputs. More elaborated
SA approach are required, as in [3].

The Bayesian computation of the posterior faces difficulties linked to the nature of observations:
capture-recapture data have correlated noises, while one of the dataset D3 ⊂ D provides a huge
number of correlated fork lengths and weights, without age index. Therefore the full likelihood of
observations is not tractable.

Hence, in a first step, “likelihood-free” methods as Approximate Bayesian Computation (ABC,
[4]) appear to be useful to update the original prior fX(x)π(θ) in a more informational prior
h̃ǫ(x, θ) ∝ Mǫ{D∗

3,D3(x, θ)}fX(x)π(θ), where M{., .} is a set of similarity measures between
true (D∗

3) and simulated (D3(x, θ)) observations. It is indexed by a parameter vector ǫ determin-
ing a limit value for the similarity. This ABC step is followed by a kernel reconstruction of the
new prior h̃ǫ(x, θ) based on copulas (R-Vines) [5]. This formal prior distribution, indeed, allows to
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Figure 1: Typical shapes of Indian Ocean Yel-
lowfin growth (fork length versus age).

Figure 2: Posterior credibility (90%) area
for growth curves arising from the calibrated
model (fork length versus age).

develop an adaptive algorithm of posterior calibration based on classic Markov Chain Monte Carlo
(MCMC) methods.

The results highlight the strong mixed several influence of environmental and intrinsic parame-
ters, and the calibration methodology developed in this work allows to discriminate the influential
factors that explain the variety of shapes. This can apply to a large number of studies involving
noisy ground experiments and difficulties to connect correlated observations to functional computer
models through statistical likelihoods.
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Link between the sensitivity indices at different scales
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1 Objectives

It is well known that importance of the impact of input factors of a numerical model may depends on the range of
variation of factors. That importance can also vary by regions in the domain of definition. Local and Global sensitivity
analyses evaluate factor impacts at a point or along the whole range of the domain respectively (Saltelli et al, 2004).
Sobol and Kucherenko (2009) defined the derivative based indices and showed their link with global ones. The first
objective of that work in progress is to show the link between variance based sensitivity indices at different scales. The
scales are defined by cutting the domain of definition. The second objective, that is a practical one, aims to estimate
the terms of the relationship linking the indices. A method of estimation is proposed and evaluated on an analytical
deterministic model.

2 Notations and definitions

• f a real square-integrable function defined on hypercube Ω = [0, 1]K , F = {1, . . . ,K}:

– X(F) = (X(1), . . . , X(K)) the vector of the variates or factors of f , x a value of X(F),

– F = I ∪ {∼ I}, with I = {1, . . . ,M} and ∼ I complement of I in F ,

– X(F) = (X(I),X(∼I)), x = (xi,xj) with xi ∈ ΩI = [0, 1]M and xj ∈ Ω∼I = [0, 1]K−M ,

• a tiling of ΩF :

– ∀k ∈ F , [0, 1] =
⋃

q∈Q

I
(k)
q , Q = {1, . . . , Q}, with |I

(k)
q | = δ

(k)
q , a partition of [0, 1],

– ω
(I)
i =

M∏

l=1

I
(l)
il

cuboid in ΩI , having volume δi =
M∏

l=1

δ
(l)
il

,

– ωi,j = ω
(I)
i × ω

(∼I)
j ∈ Ω, i ∈ QM , j ∈ QK−M cuboid in Ω, Ω =

⋃

i∈QK

ω
(F)
i .

• statistics:

– µi,j =
1

δiδj

∫

ω
(I)
i

∫

ω
(∼I)
j

f(xi,xj) dxj dxi, mean of f in ωi,j, µΩ mean of f in Ω,

– σ
2
i,j =

1

δiδj

∫

ω
(I)
i

∫

ω
(J )
j

(f(xi,xj)− µi,j)
2
dxj dxi variance of f in ωi,j, σ

2
Ω variance of f in Ω,

– part of the variance of the regression of f(X) to X(I) in Ω (resp. ωi,j) to σ2
Ω (resp. σ2

i,j) :

P
(I)
Ω =

VΩI

(

EΩ∼I
(f(X)|X(I))

)

σ2
Ω

(resp. P(I)
ωi,j

= V
ω
(I)
i

(

E
ω
(∼I)
j

(f(X)|X(I))

)

),

– f̄ the function defined on grid QK : f̄(u) = 1
δu

∫

ωu
f(x)dx, u ∈ QK ,

– P̃
(I)

QK =
VQM

(

EQK−M (f̄(U)|U(I))
)

σ2
B

, where σ
2
B =

∑

u∈QK

δu (f̄(u)− µΩ)
2.
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3 Relationship between the sensitivity indices at two scales

Let m
(I)

i,j′
(xi) =

1
δj′

∫

ω
(J )

j′

f(xi,xj) dxj (The exponent (I) highlights the space of definition ΩI of m). The covariance of

m
(I)

i,j′
and m

(I)

i,j′′
is : C(m

(I)

i,j′
,m

(I)

i,j′′
) =

1

δi

∫

ω
(I)
i

(

m
(I)

i,j′
(xi)− µi,j′

)(

m
(I)

i,j′′
(xi)− µi,j′′

)

dxi.

The index P
(I)
Ω verifies:

P
(I)
Ω =

∑

i∈QM

j∈QK−M

δi (δj)
2 σ2

i,j

σ2
Ω

P
(I)
ωi,j

︸ ︷︷ ︸

A

+
σ2
B

σ2
Ω

P̃
(I)

QK

︸ ︷︷ ︸

B

+
∑

i∈QM

j′,j′′∈QK−M

j′ 6=j′′

δi δj′δj′′
C(m

(I)

i,j′
,m

(I)

i,j′′
)

σ2
Ω

︸ ︷︷ ︸

C

(1)

.
The index T

(I)
Ω = 1−P

(∼I)
Ω verifies:

T
(I)
Ω =

∑

i∈QM

j∈QK−M

δj δ
2
i

σ2
i,j

σ2
Ω

T
(I)
ωi,j

︸ ︷︷ ︸

D

+
σ2
B

σ2
Ω

T̃
(I)

QK

︸ ︷︷ ︸

E

−
∑

j∈QK−M

i′,i′′∈QM

i′ 6=i′′

δj δi′δi′′
C(m

(∼I)

i′,j
,m

(∼I)

i′′,j
)

σ2
Ω

︸ ︷︷ ︸

F

+
∑

i∈QM

j∈QK−M

δj δi (1− δi)
σ2
i,j

σ2
Ω

︸ ︷︷ ︸

G

(2)

• A and D are the contribution of indices computed within cuboids,

• B and E are the contribution of indices of the mean of f between cuboids,

• C quantifies the similarity of the means of f on the margin ωI between the cuboids having the face ωI in common,

• F quantifies the similarity of the means of f on the margin ω∼I between the cuboids having the face ω∼I in
common,

• G is a constant that depends on variance of factors in cuboids and an expression of their volumes,

• main and total sensitivity indices of a factor X(k) are easily obtained with I = {k}.

4 Example

A polynomial test model with five variables is defined on hypercube [0, 1]5. The edges of the hypercube are uniformly
cut into Q intervals. That cutting defines Q5 cuboids. Real sensitivity indices are computed at global and cuboids scale.
A nested lhs design is proposed to sample cuboids and points inside them to estimate the terms of the relationships (1)
and (2). Different sample size and value of Q are used to evaluate the design.

5 Perspectives

The relationship between sensitivity indices at different scales being establised, that work will be continued in the
following directions:

• trying to improve the estimation by means of a metamodel,

• finding the relationship between the indices with a hierarchical cutting of the domain,

• determining the relevant scale in environmental studies using a numerical model.
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Using Gaussian process metamodels for sensitivity analysis of an

individual-based model of a pig fattening unit
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Abstract

Pig livestock farming systems face economic and environmental issues. To cope with them and identify
innovative strategies different models have been developed to predict performance of fattening pig
production. However, most of them do not account for the interactions between feeding strategies,
management practices, variability of performance and requirements among pigs. Recent studies have
highlighted the added value of individual-based models to quantify the effects of feeding practices on
technical and environmental performance of a group of pigs (Brossard et al., 2014).Our objective was
to develop a pig fattening unit model able i) to simulate individual performance of pigs including
their variability in interaction with the farmer’s practices and decisions and ii) to evaluate the effects
of these practices and decisions on the technical, economic and environmental performance.

The fattening unit model is a discrete-event mechanistic model, stochastic for biological traits (intake
and growth potential of pigs, risk of mortality), with a one-day time step.The pig fattening system
articulates three subsystems: a biophysical, an operating, and a decision system. The biophysical
system contains the fattening pigs. The operating system includes the resources (feeds, fattening
rooms), applies the manager’s rules to the biophysical system and allocates resources to each activity in
the farm. The decision system is represented by the manager (the farmer) who decides, manages, and
controls the operating system, and indirectly the biophysical one. The manager receives information
from the biophysical system and from the agenda of events each day. According to this information it
updates the agenda through the addition/removal of tasks. Practices are inputs of the model, as well
as feed composition.The practices include batch management, pen filling practices, feeding practices
and slaughter delivery practices.Pigs are represented using an individual-based model adapted from
the InraPorc model (van Milgen et al., 2008). This individual-based model simulates the feed intake,
body protein and body lipid deposition, and the resulting growth and nutrient excretion of each pig,
on a daily basis.

The model is here applied on a typical pig fattening unit in terms of size, batch management, and
feeding strategy. The simulation run on 1000 days and performed the dynamic growth of 47 batches(i.e.
from 4700 to 42300 pigs). The chosen interval of 21 days between two successive batches corresponds
to the main figure in French pig farms. We considered 5 fattening rooms, with the use of an extra-room
for the management of too-light pigs. The feed rationing plan simulated the ad libitum distribution
of feed. The feed sequence is a ten phase plan mixing two feeds shifting progressively from a 100%
grower to a 100% finisher feed. These plans were applied using the mean weight of pigs from the same
pen as transition criterion. The range of slaughter body weight for carcass payment without penalties
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was between 105 kg to 135 kg, in which the optimal range for carcass payment was between 112 kg
to 127 kg, when referring to the French payment grid for lean meat content and carcass weight. For
these simulations we controlled the stochasticity by setting the seed in order to have the same scheme
of mortality between the simulations. The pig profiles (5 parameters driving growth potential and
intake curve)were given as inputs to the model from a dataset containing 1000 female profiles and
1000 male profiles (Brossard et al., 2014).

The model outputs used for the sensitivity analysis are average values for the slaughter age, the
slaughter weight, the amount of phosphorus and nitrogen excreted per pig over the fattening period,
the lean content per pig, the feed conversion ratio, the total feeding cost per pig, the daily gain,
the percentage of pigs in the slaughter weight range, and the one in the optimal range of slaughter
weight. Considering the running time for one simulation (around 10 mins), we chose to use Gaussian
Process Metamodels to reduce the time cost of the sensitivity analysis. One metamodel was built per
output from 100 simulations of the model, using Latin hypercube sampling rescaled with the chosen
parameter’s distribution. Table 1 shows the 14 parameters tested in the sensitivity analysis and the
distribution and bounds associated. The parameters feed, phosphorus, nitrogen and amino acid intake
are mainly for checking the behaviour of the model and its correct implementation by expertise. The
area per pig and rate of pigs per room aimed to evaluate the sensitivity of the model to density of pigs
in pen. The parameters cleaning-disinfection and drying period, size of extra-room and maximum
time fatten in extra-room are mainly for evaluate the effect of the duration of the fattening period on
the model. The number of place per pen and number of pen per room aimed to study the impact of
the size of the farm on the model. The minimum number of pig per delivery to slaughterhouse and
tolerance on the number of pig delivered compared to the announcement are mainly to evaluate the
effect of the constraint on delivery on the model. The mortality rate aimed to check the effect of this
part of the animals’ characteristics on the model. The extended Fourier Amplitude Sensitivity Test
(eFAST) method (Saltelli et al., 1999) was used to perform the sensitivity analysis on the metamodels,
using N = 1500 scenarios for each trajectory, which indices 21000 simulations of each metamodel. We
performed the sensitivity analysis using the fast99 (Pujolet al., 2015) function in R 3.2.2.

Figure 1 shows the results of the sensitivity analysis. Figure 1.A gives the coefficients of variation
of the model’s studied outputs. This graph was built using the metamodels output values obtained
from the input sequences of the scenario considered above. The greatest variations were observed
for the quantity of phosphorus and nitrogen excreted per pig, and the percentage of pigs delivered
in the optimal weight of range. These variations of phosphorus and nitrogen excretion are explained
respectively at 85% by intake of phosphorus, and at 84 % by the intake of nitrogen. Concerning
percentage of pigs in optimal weight range, 38% of the variation is explained by the number of days
of the drying period, 18% by the minimum number of pigs required to schedule a delivery, 14% by
the quantity of feed intake, and 8% by the number of places per pen. Figure 1.B shows the average
sensitivity indices of the 14 inputs investigated among all the outputs. Feed intake explains 37% of the
total variation of the model outputs, in particular lean content (88%), average daily gain (88%),feed
conversion ratio (59%), feed cost per pig (43%), slaughter weight (25%) and percentage of pigs in
optimal weight range (14%). The duration of the drying period explains 31% of the total variation of
the model outputs, in particular slaughter age (75%), slaughter weight (52%), feed cost per pig (44%),
percentage in optimal weight range (38%) and feed conversion ratio (32%). Phosphorus and nitrogen
intake explain each 11% of the total variation of the model outputs. The minimum number of pigs
required to schedule a delivery explains 10% of the total variation of the model outputs, in particular
percentage of pigs in weight range (34%) and in optimal weight range (18%). The other inputs explain
less than 5% of the mean total variation among all the outputs. The maximum of variation explained
by the number of places per pen was 16% through the percentage of pigs in weight range.

In conclusion, the sensitivity analysis allowed us to check by expertise that the response of the model
corresponds to the results expected, to detect the last informatics errors and correct them, and to
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identify the less-sensitivity parameters which can be set for routine use.In this paper we used the first
step development of a fattening unit model for the prediction of technical performance. The following
step will be to predict the economic results and the environmental impacts at farm gate using LCA.
In addition of the sensitivity analysis, an analysis by virtual experiments will be performed on the
model.
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Abstract

So far, most studies in the photovoltaic (PV) field have been done with a pseudo- deterministic
point of view. The input uncertainty is propagated through a numerical code and provides the
results with a 90% interval confidence, the parameters and the input probability distributions being
determined by an expert. However, for investors, the risk associated to the investment is closely linked
to the uncertain- ties in the evaluation of how much the PV power plant will produce. A statistical
framework is needed to provide a more accurate estimation of the power produced by the PV plant
and the associated error. For the modeling of PV power plants, a variety of computer models have
been constructed. One of them, which is also the most accurate to date, is highly time-consuming.
Hence, this study will deal with the sensitivity analysis and calibration of time-consuming codes,
based on a large amount of data.

The modeling of a PV power plant can be performed with an equivalent electric scheme which tries
to match its physical behavior. Two physical models are introduced. The first one is ”simple” and
the physical equations are straightforward. A Python code can be made up from those equations and
predicts the amount of power, generated by a number of panels in simplified environmental conditions,
relatively quickly. The second one is more complete. It matches better the real behavior of the PV
power plant and can account for the partial shadings that may occur in a large-size power plant.
Thus, the second physical model is more interesting to work with but also more complicated (high
computing time and less regular behavior for example).

A physical model has two kinds of inputs: controlled variables which are observed in experimental
conditions on the one hand and (usually uncertain) parameters on the other hand. The latter have to
be calibrated to make the outputs of the physical model close to the observed quantities of interest,
for instance the instantaneous power of the PV plant. Controlled variables are, for example, the
meteorological data, consisting of: the amount of irradiation from the sun, the temperature, the
geographical position (latitude and longitude) and the time. The parameters are factors inherent to
the physical model (the yield of the PV module, the module temperature coefficient, etc.). Generally,
the values of these factors are fixed according to expert elicitation. However, real-life experience
shows that, when parameters are set according to expert opinion only, code outputs may be far from
experimental data. To determine and evaluate the uncertainties on these parameters more precisely,
a calibration has to be conducted. A Bayesian framework is adopted to make this inference. This will
allow us to confront expert information and experimental data.

The first step for such a study is to perform a sensitivity analysis. This is crucial for the following
step because sorting parameters from the most to the less important will allow us to save a lot of
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computational time thereafter. The number of parameters to be calibrated depends on the physical
model. However in both present cases it always exceeds ten. A screening method is first carried out
to separate the ones which have no overall impact on the output. Afterwards, a Sobol analysis is done
to sort the remaining parameters and indicate which one is the most important. The Sobol analysis
is important in this case, because it provides a physical point of view on which parameters have an
impact on the power and allows us to check the accuracy of the analysis.

The second step is to calibrate the parameters. Once a statistical model is set, Bayesian inference will
combine all available data with a prior distribution to obtain a posterior distribution on the unknown
parameters. The experimental data are the power measured instantaneously on the test stand. At
a high sampling frequency, the number of experimental points is very high. However, all of them
are not really informative. For example, during the night the PV power plant produces nothing and
these data can be removed from the data set. Globally, the considered data can be limited to the
time period from daybreak to sunset. The calibration is performed with Markov Chains Monte Carlo
algorithms (MCMC) like Metropolis- Hastings or Metropolis within Gibbs algorithms. A tempering
scheme is adopted to deal with the full amount of available data without jeopardizing the time needed
to achieve convergence of MCMC algorithms. Furthermore, an adaptive exploration kernel is chosen
for the MCMC algorithms since the dimension is high and adapting the exploration kernel to the
covariance of the posterior distribution will accelerate convergence.

To ensure that the production predictions of the power plant provided by the code are reliable, the code
has to be validated. Validation means to assess whether the code produces outputs close to observed
power measures once calibration has been conducted. This validation question can be expressed as
a choice between two statistical models. In the first one, the only error between the outputs of the
physical model and the observed power measures is a measurement error i.e. a classical white noise
process. In the second one, a discrepancy term will be added to the measurement error to capture a
systematic error of the physical model. Usually, this discrepancy is modeled as a Gaussian process. If
the model with the discrepancy is selected by the statistical procedure, it will mean that the physical
model does not predict well enough the actual power. In this case, pure model predictions can be
corrected by adding the estimated discrepancy.

Finally, all of these techniques are computationally demanding. Indeed, some of the physical models
are expensive and a Gaussian process emulator has been introduced to reduce the overall computation
load.
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Abstract

The validation of computer models is an essential task to increase their credibility. One of the most
important exercises in the validation framework is to check whether the computer model adequately
represents reality [1]. This is achieved by comparing model predictions to observation data. This
exercise generally leads to model calibration because the model parameters are usually poorly known
a priori (i.e. before collecting data). Good practice in calibration of computer models consists of
searching for all parameter values that satisfactorily fit the data, thus determining their plausible
range of uncertainty. This can be achieved in a Bayesian framework in which the prior knowledge
about the model and the observed data are merged to define the joint posterior probability distribution
function (pdf) of the parameters. The issue is then to assess the joint posterior pdf.

In probabilistic inverse modeling, the parameter set x = (x1, . . . , xd) of a computer model is inferred
from a set of observation data y using the Bayesian inference, which defines the conditional joint
posterior pdf as follows:

p(x|y) ∝ p(y|x)p(x), (1)

where p(x) is the prior density that characterizes the investigator’s beliefs about the parameters before
collecting the new observations, and p(y|x) is the likelihood function, which measures how well the
model fits the data. The parameter set that maximizes Eq. (1), namely:

xMAP = argmax
x

p(x|y), (2)

is called the Maximum A Posteriori (MAP) estimate of the parameters. It is the most probable
parameter set given the data and can be inferred via an optimization technique. The marginal
posterior pdf that characterizes the uncertainty of a single parameter is defined by the following
integral:

p(xi|y) =
∫

p(x|y)dx−i, ∀i = 1, . . . , d (3)

where x−i represents all the parameters except xi. Usually, the integral in Eq. (3) is evaluated by a
multidimensional quadrature method or by direct summations in a large sample of p(xi|y) obtained,
for instance, via an MCMC technique.

∗Corresponding author: fdelay@unistra.fr
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The inference of model parameter posterior pdf by means of Markov chain Monte Carlo (MCMC)
sampling techniques [2, 3] has received much attention in the last two decades. MCMC explores the
region of plausible values in the parameter space and provides successive parameter draws directly
sampled from the target joint pdf. Some selection criteria are used to ensure that the successive draws
in the chain improve. This means that, throughout the sampling process, probable draws with respect
to the target distribution are more likely drawn. Many developments and improvements have been
proposed to accelerate MCMC convergence (see [4–6]).

Recently, [7] proposed a new probabilistic approach to the inverse problem whose main idea is to
maximize the joint posterior pdf of a parameter set with one selected parameter sampling successive
prescribed values. This provides the so-called Maximal Conditional Posterior Distribution (MCPD)
of the selected parameter. The maximal conditional posterior distribution of xi is defined as fol-
lows:

P(xi) = max
x−i

(p(x−i|y, xi))× p(xi|y). (4)

An informal definition can be given by stating that a point estimate of the MCPD is the maximal
value reached by the joint pdf (Eq. (1)) for a given (prescribed) value of one parameter i.e. xi).
This maximal value, in the context of model inversion, assumes that the set x−i maximizes (Eq. (1)),
knowing that xi is prescribed. By applying the axiom of conditional probabilities to (Eq. (4)), it can
be stated that max {p(x−i|y, xi)} × p(xi|y) = maxx−i

{p(x−i, xi|y)}. Therefore, the MAP estimate
(when it exists) belongs to the MCPD of all parameters.

The main advantage of the recent MCPD technique is that parameter distributions can be inferred
independently. Therefore, the MCPDs can be simultaneously evaluated on multicore computers (or
on multiple computers). This drastically reduces the computational effort in terms of computational
time units (CTU). Our presentation will develop the MCPD approach and exemplify its efficiency in
solving inverse problems.
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Abstract

After having performed a sensibility analysis for screening influential inputs of a computer
code, practitionners should aim at making the code outputs as close as possible to a set of
field experiments in order to improve its predictive capability. That issue is called calibration
(Campbell, 2006).

Our framework deals with a scalar physical quantity of interest, referred to as r(x), where
x is a vector of control variables and with a computer code yθ(x) where θ ∈ T is a vector of
parameters having no observable counterpart in the reality and thus most often uncertain.
The goal of statistical calibration consists in reducing the uncertainty affecting θ with the
help of a statistical model which links the code outputs with the field measurements, denoted

by zf := (zf1 , · · · , zfn) which are related to n experimental sites Xf =
[
xf
1 , · · · ,xf

n

]T
. By

assuming no code discrepancy can occur between yθ(x) and r(x) for any x ∈ X , we have for
1 ≤ i ≤ n:

zfi = yθ(x
f
i ) + ǫi, (1)

where
ǫi ∼ Ei =

i.i.d.
N (0, λ2)

statistically encodes both the residual variability and the measurements error of the physical
experiment (Kennedy and O’Hagan, 2001). In a Bayesian setting, where λ2 is assumed
known, the posterior distribution of θ is then written as

π(θ|zf ) ∝ L(zf |θ)π(θ),

∝ 1

(
√
2πλ)n

exp
[
− 1

2λ2
SS(θ)

]
π(θ), (2)

where
SS(θ) = ||zf − yθ(X

f )||2 (3)

is the sum of squares of the residuals between the simulations and the field measurements.
It is usually sampled using MCMC methods that become infeasible when the simulations are
highly time-consuming. A way to circumvent this issue consists in replacing the computer
code with a Gaussian Process Emulator (GPE) (Santner et al., 2003). It is built thanks
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to a learning sample of simulations y(DM ) run over a design of experiments DM . Then, a
surrogate posterior distribution πS based on the GPE can be established:

πS(θ|zf , y(DM )) ∝ LS(zf |y(DM ),θ)π(θ). (4)

where

LS(zf |y(DM ),θ) ∝ |V M
Ψ̂,σ̂2(θ) + λ2In|−1/2 exp

{
− 1

2

[
(zf − µM

β̂,Ψ̂
(Dθ))

T)

(V M
Ψ̂,σ̂2(θ) + λ2In)

−1(zf − µM
β̂,Ψ̂

(Dθ))
]}

(5)

is the conditionnal likelihood of zf with respect to y(DM ) where (β̂, Ψ̂, σ̂2) are plug-in
estimators of the GPE’s parameters. The surrogate posterior (4) and the target posterior
(2) are different in that yθ(X

f ) is replaced by the mean vector of the GPE µM
β (Dθ) and the

conditional covariance matrix V M
Ψ̂,σ̂2

(θ) is added up to λ2In.

By doing so, the surrogate posterior can be sampled using MCMC methods instead of the
target one, but this is subject to an error which strongly depends on the numerical design of
experiments DM used to fit the GPE. The most used default strategy consists in building
a Space Filling Design (SFD), such as an optimized Latin Hypercube (Morris and Mitchell,
1995). Our numerical tests have actually shown that they do not work well, leading to large
errors in terms of the Kullback Leibler (KL) divergence (Cover and Thomas, 1991) between
the surrogate posterior and the target posterior, that is written:

KL
(
π(θ|zf )||πS(θ|zf , y(DM ))

)
=

∫

T

π(θ|zf )
(
log (π(θ|zf ))− log (πS(θ|zf , y(DM ))

)
dθ.

(6)
Instead of using SFD, we propose to build in an adaptive fashion a proper design limited
to Xf × T by means of the Expected Improvement criterion (Jones et al., 1998). Our
simulation studies performed on several toy functions in 2d and 6d have shown the efficiency
of the sequential strategies for reducing the KL divergence (6).
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Abstract

Material flow analysis (MFA) is a tool to quantify the flows and stocks of materials in arbitrarily
complex systems. Dynamic MFA is a frequently used method to assess past, present and future
stocks and flows of materials in the anthroposphere (Müller et al. 2014). In contrast to static MFA,
where material flows are determined for one balancing period and therefore time independent, material
stocks and flows in a dynamic material flow model can potentially depend on all previous states of
the system (Baccini and Bader 1996). Recently, dynamic MFA has become increasingly popular with
the primary focus on the investigation of material stocks in society and associated end-of-life flows
(cf. Laner and Rechberger, in press). Since models represent a simplification of the real metabolic
system and because of data limitations in terms of quality and quantity, uncertainty is inherent to
material flow analysis (MFA) (Laner et al. 2014). Therefore, uncertainty is a basic aspect of material
flow modelling and needs to be explicitly considered to reduce uncertainties and inconsistencies as far
as possible, thereby allowing for reliable decision support (Gottschalk et al. 2010, Laner et al. 2015).
With respect to dynamic MFAs, the in-use stocks and end-of-life (EOL) material flows are typically
estimated according to a top-down approach (i.e. accounting of the net flows into or out of the stock
over time), where substantial uncertainty exists concerning model parameters such as average product
lifetimes or historical material use patterns.

In order to understand the effect of limited data quality and model assumptions on MFA results, the
use of sensitivity analysis methods in dynamic MFA studies has been on the increase. So far, the
usual sensitivity analysis in dynamic MFA is a One-at-a-time method, which is testing parameter
perturbations individually and observing the outcomes on output. In contrast to that, variance based
global sensitivity analysis decomposes the variance of the model output into fractions caused by the
uncertainty or variability of input parameters (Saltelli et al. 2008). The process of recalculating
outcomes under alternative assumptions to determine the impact of variables using global sensitivity
analysis can be useful to identify model inputs that cause significant uncertainty in the output in
order to increase robustness of the model and understanding of the relationships between input and
output variables (Panell 1997). Interaction and time-delayed effects of uncertain parameters on the
output of an archetypal input-driven dynamic material flow model using a sample based approach for
variance based global sensitivity analysis proposed by Saltelli et al. (2008) are investigated in this
study. The results show that determining the main (or first-order) effects of parameter variations
is often sufficient in dynamic MFA, because substantial effects due to the simultaneous variation of
several parameters (higher-order effects) do not appear for classical set ups of dynamic material flow
models.

Higher order effects may be relevant for secondary raw material production flows considering sorting
and upgrading processes in advance because the probability density function for the respective sector
split is located close to zero and several other parameters are multiplied with the sector split ratio
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to calculate the flow of interest. For models with time-varying parameters, time delay effects of
parameter variation on model outputs need to be considered, potentially boosting the computational
cost of global sensitivity analysis. The implications of exploring the sensitivities of model outputs with
respect to parameter variations in the archetypical model are used to derive model- and goal-specific
recommendations on choosing appropriate sensitivity analysis methods in dynamic MFA. Dynamic
material flow models will gain in complexity in the future due to the consideration of various material
quality layers (e.g. Buchner et al. 2015) or the requirement of closed mass balances applied to the
model (i.e. recycled material flows have to (exactly) correspond with the quantities used in secondary
production). Because higher order effects are expected to become more prominent in such models,
the investigation of parameter interaction effects and parameter dependencies (e.g. Mara et al. 2015)
will become a major field for extending the use of sensitivity analysis in dynamic MFA.
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Spatial multi-criteria decision making (MCDM) applications often do not provide any detailed 

information about the robustness of results and uncertainties associated with input data. Applications 

from landscape assessment, natural hazard risk assessment for communities, identification of land use 

strategies for sustainable regional development, water resource management or habitat suitability in the 

context of environmental protection are just a few examples of domain areas where MCDM 

methodology continues to find use.  

Therefore, the main objective of this exploratory research project is the development of scalable and 

adaptable capabilities to accelerate Spatially-Explicit Uncertainty and Sensitivity Analysis (SEUSA). A 

parallel algorithm design for the implementation of the SEUSA framework will allow reasonable 

computational times making this kind of spatial analysis applicable and attractive in the context of 

MCDM.  

A spatial MCDM approach considered in this research involves a certain number of alternatives, which 

are evaluated on the basis of conflicting criteria. Criteria can be represented either as factor- or 

constraint maps (limitations). In general, a MCDM-based workflow involves the standardization of the 

criteria to achieve their comparability, expert preferences (weights) that represent the influence of the 

criteria, and mathematical functions (Weighted Linear Combination, Ideal Point, Ordered Weighted 

Averaging, Analytic Hierarchy Process etc.) to generate the suitability surface. Detailed information 

about the spatial MCDM workflow can be found in Malczewski (1999), Erlacher et al. (2009) and 

Malczewski and Rinner (2015).  

One important part of this workflow is the sensitivity analysis to validate the robustness and stability of 

implemented MCDM models. Uncertainties can be caused by imprecise data or measurement errors, the 

standardization of criteria values, the implemented decisions rules, and the preferences of the experts 

expressed by cardinal weights. Uncertainty analysis quantifies the variability of model outcomes and 

sensitivity analysis focuses on identifying decision criteria or criteria weights that cause the variability 

(Ligmann-Zielinska and Jankowski, 2014). Spatially-explicit U-SA as research topic was illuminated and 

discussed in a small number of contributions (Ligmann-Zielinska and Jankowski, 2012; Feizizadeh et al., 

2014; Ligman-Zielinska and Jankowski, 2014; Şalap-Ayça and Jankowski, 2016). These studies refer to a 

variance-based U-SA approach that includes the quasi-random Sobol’s experimental design for 
generating the weight samples and the Monte Carlo Simulation (MSC) to create the suitability surfaces 

according to the implemented decision rules. This approach explicitly accounts for the interaction of the 
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input factors, which can be a time-consuming process especially in case of spatial data. The 

computational effort depends on the number of criteria, the number of raster cells (pixels) and the 

number of simulations.  

First intermediate results were presented at the AAG conference 2016 in San Francisco and focused on 

the development of a GPU-based (Graphics Processing Units) prototype to accelerate the spatially-

explicit U-SA. The implemented prototype refers to a land-allocation problem in order to prioritize 

agricultural land units based on environmental benefits (Şalap-Ayça and Jankowski, 2016). Details 

regarding the conceptual development and the CUDA implementations are described in Erlacher et al. 

(2016).  

For the development of a scalable and adaptable approach to accelerate spatially-explicit U-SA several 

projects involving diverse application areas have to be investigated, in order to support different kinds of 

MCDM models and operations (local-, focal-, zonal and global raster- and vector analysis) as well as to 

identify limitations. The successful realization of the project will have a positive impact on future uses of 

MCDM methodology due to computational support for spatially-explicit uncertainty and sensitivity 

analysis.  

In summary, the proposed research will support spatial decision support capabilities through increased 

traceability, objectivity, and transparency of results obtained from applications of MCDM. 
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Sensitivity and uncertainty analyses in climate research: Tool
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Abstract

In climate and climate impact research model development and application are important methodolo-
gies. Numerical models of the Earth system and its subsystems play a key role in understanding the
physical processes and in assessing implications of future climate change. Typically, such models are
characterized by a high complexity of nonlinear processes with threshold effects and strong interac-
tions, an intrinsic variability of processes, a large number of uncertain model factors, and large volume
of multi-variate and multi-dimensional output. In recent years, there has been a growing demand for
complementing the findings from simulation experiments with sensitivity and uncertainty measures
and to share such information with the scientific community as well as with policy and decision makers
(e.g., Katz et al. 2013 and IPCC 2014).

Typically, such simulation models are implemented in programming languages rather than modelling
systems. Beside validation tasks, simulation experiments are mainly performed for scenario and
re-analyses. For simulation studies with the focus on sensitivity and uncertainty analyses (SUA) me-
thodical challenges arise from interfacing the model to appropriate tools, experiments for sensitivity
and uncertainty analyses (SUA) in high-dimensional factor spaces, load distribution of the run en-
semble, specification of experiment-specific measures during experiment analysis, and visual analytics
of experiment output and derived SUA measures.

SimEnv (Flechsig et al. 2013) presented in this paper, is a multi-run simulation environment for SUA
of multi input / output models that meets most of the above criteria: Experiment design is based
on pre-defined deterministic, probabilistic and Bayesian experiment types for factor spaces of any
dimension that only have to be equipped with numerical information. Experiments cover variance
based and Monte Carlo techniques, local and qualitative sensitivity analysis, (fractional) factorial
designs, Bayesian calibration, and one-criterial optimization.

The simulation environment comes with a simple model interface that requires only minimal source
code modifications of C/C++, Fortran, Java, Python, Matlab, Mathematica, GAMS or shell script
models. Multi-variate / -dimensional experiment output is stored in self-describing NetCDF data
format. The environment allows for flexible load distribution strategies of the single runs from the run
ensemble, supporting multi-core processor machines and compute clusters. In experiment analysis,
chains of built-in and user-defined operators are applied to multi-dimensional experiment output
over the factor space, to external (reference) data, and to other SimEnv experiments to derive SUA
measures from secondary experiment output.

SimEnv is coupled to the visualization system SimEnvVis (Nocke 2007) for interactive explorative
visual data analysis. It exploits metadata from experiment design and analysis to select appropriate
visualization techniques. One of the advantages of SimEnvVis is the ability to cope with multi-run
datasets by special visualization techniques like parallel coordinates and graphical tables.
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SimEnv has been used for modelling studies with different objectives (e.g., Knopf et al. 2006 and
2008, and van Oijen et al. 2013). Here, we applied it to study the atmosphere model Aeolus (Coumou
et al. 2011). Aeolus is a statistical-dynamical atmospheric model based on time-averaged equations,
and therefore much faster than the more widely used atmospheric general circulations models. With
Aeolus it is possible to run climate simulations up to multi-millennia timescales and its computational
efficiency enables experiment settings with high computational costs in terms of number of runs.

In a first step, we applied simulated annealing technique to optimally tune the models representation
of the Hadley cells as well as wind velocities to available observational data. Next, we studied the
sensitivity of large-scale atmospheric circulation patterns to different forcing patterns. In particular,
we were interested in quantifying the sensitivity of the Hadley circulation to the key dynamical forcings
involved and the likely causes behind the observed strengthening and widening of the Hadley cell in
recent decades. With appropriate methods we investigated the impact of additional parameters to the
Hadley cell’s strength and position. Afterwards, we identified and examined in a two-level approach
the most sensitive parameters of Aeolus to the Hadley cell’s dynamics. For all settings we applied
visual data analysis in the coupled multi-dimensional factor - state space.
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Using the sensitivity analysis to optimize passive cooling solutions in

the urban tropical environment
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Abstract

In France, the building sector is considered as the first energy consumer with at least 40% of the total
energy consumption. Many different parameters influence the building behavior as the climate, the
envelope characteristics or else the occupancy. In metropolitan France, the heating load constitutes the
main point of interest and many solutions have been proposed recently in order to reduce drastically
the heating consumption. Inversely, the French tropical territories as the Reunion Island do not know
such kinds of heating issues but are more constrained by their huge cooling loads. Indeed, the building
sector in tropical environment is affected by energy waste due mainly to the importance of cooling
systems consumption.

The sensitivity analysis is increasingly used in the building field since a few years. Initially, the main
objectives were to explain better the building behavior and to understand the uncertainties of the
numerical building models. In the last few years, the applications of the sensitivity analysis in the
building field have been largely diversified. Among them, we will focus in this paper on two specific
numerical applications. First, the sensitivity analysis is used as a multi-objective optimizer in order to
improve the design of the building envelop considering several different criteria as the thermal comfort
and the natural lighting. Secondly, the sensitivity analysis is used to set up efficient monitoring
strategies with the aim to improve the thermal comfort during the building operation.

As part of this numerical study, a retrofitted office building will be our case of study. It is based
in the coastal town of Saint-Pierre located in the South of the Reunion Island. As we mentioned
above, the main issue in the tropical climate concerns the reduction of the cooling consumption.
Moreover, this aspect is even more accentuated in office buildings where the internal loads due to
computer hardware can become really important. Given that, cooling solutions must be expected to
maintain the indoor thermal comfort. First of all, an important aspect occurring during the early
design phase and conditioning the future operation phase is the building envelope design defined to
anticipate the discomfort caused by the climate and environment local constraints. The Reunion
Island knows important solar radiations that can degrade the indoor thermal comfort or increase the
cooling consumption. A first step will then be to optimize the building envelope in order to reduce the
solar internal loads. However, minimizing the solar gains can lead to deteriorate the visual comfort.
Thus, the resulting building envelope must be able to reach the objectives of both thermal and visual
comfort. Secondly, in anticipation of the future building operation, other transient cooling solutions
able to evacuate instantaneously the exceeded internal loads must be added in order to maintain
a suitable thermal comfort. Air conditioning has been largely used in the last few years resulting
in the huge increase of energy consumption in the tropical climate. However, some passive cooling
solutions have already shown their efficiency and particularly the natural ventilation. The Reunion
Island is greatly swept by winds with the trade winds during the day and the thermal breezes during
the night. Thus, combined with an efficient monitoring strategy, the potential of natural ventilation
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in the Reunion Island can be really effective. Though, implementing monitoring strategies of natural
ventilation can be quite complicated by the fact that the natural ventilation depends on many different
parameters whereas the monitoring is obviously constrained by the amount of available in-site sensors.
Indeed, a real in-site instrumentation is largely restricted in order to remain as discrete as possible
for the occupants. Thus, it is crucial to be able to propose an accurate association between efficient
monitoring strategies and a low intrusive instrumentation. Then, the main work will be to assess a list
of available sensors influencing the natural ventilation and absolutely required for the implementation
of an efficient monitoring allowing to reach the thermal comfort.

The first step consists in optimizing numerically the building envelope in order to reach both a
visual and a thermal comfort. For this first case, the natural ventilation contribution is not taken
into account. The work focuses on the windows characteristics with notably the frame and glazing
thermal coefficient and the solar factor. Thus, two aspects are taken into account with the thermal
and the visual comfort. In order to reach those objectives, two successive sensitivity analysis methods
will be employed. The qualitative Morris method is first used on an exhaustive list gathering all the
input parameters to be optimized. This first method is chosen for its ability to restrain the amount
of influential parameters. Output indicators for each objectives are defined with attention as scalar
values in order to simplify the interpretation of the Morris method. Finally, it highlights the less
influential parameters and lead to reduce the input parameters list. Thereafter, the more quantitative
SRC (Standard Regression Method) is used on the restrained number of influential parameters. This
method is quite restrictive given that it suggested that the building behavior can be described linearly
according the variables parameters. Nevertheless, in a first approximation, many authors showed that
this assumption is validated and especially in this specific case for which the natural ventilation is not
considered. Finally, thanks to these sensitivity analysis methods combined with a building expertise,
optimal characteristics for each window of the demonstration building are determined.

This second step gives the means to provide effective monitoring strategies of the natural ventilation
in our demonstration building. More specifically, this study consists through numerical simulations to
understand the influence of each measured parameters already in place on the natural ventilation and
to deduce a restricted list of available sensors that would take part in the monitoring. Contrary to the
previous linear case, the natural ventilation is a complex nonlinear phenomenon. As we mentioned
previously, it is an aspect that requests a large attention for the choice of the sensitivity analysis
methods. The Morris method allows precisely to isolate the linear from the nonlinear parameters.
This technique is used on all already available measured parameters to keep only the most influential.
For a better validation, the Morris method is associated with another more quantitative method. The
SRC method gets less used to this application given the high non linearity of the natural ventilation.
Nevertheless, many other sensitivity analysis methods could be used as the chaos polynomial or else
the FAST method. Finally, a restricted list of the available sensors contained in the instrumentation
already in place is retained for implementing efficient monitoring strategies of the natural ventilation
in our demonstration building.

To conclude, this study applies sensitivity analysis methods to building applications. More precisely,
the objective is to determine efficient passive cooling solutions allowing to reduce the solar gains
and to evacuate the internal loads in an office building located in the urban tropical environment
of the Reunion Island. In order to do that, two applications are specifically considered: the multi-
criterion optimization of the building envelope allowing to minimize the solar gains with maintaining
a suitable visual comfort and the assessment of a restrictive list of available in-site sensors that
would take part in the monitoring strategies of the natural ventilation. Given the different degree of
complexity, sensitivity analysis methods have to be well-chosen in order to be able to solve efficiently
and accurately each problematics. In perspective, the sensitivity analysis methods could be coupled
with uncertainties analysis in order to improve the robustness of the monitoring strategy. Moreover,
our methodology could be completed by an additional step consisting to propose the addition of new
required sensors serving the improvement of the monitoring strategies.
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EnergyPlus Laboratory for Sensitivity and Uncertainty Analysis in Building Energy Modeling  :    

The EPLab Software 

Mickael Rabouille1, Jeanne Goffart1 

1 PUCPR, Curitiba, Brésil 

Abstract 

The sensitivity and uncertainty analysis in building energy modeling is a relevant topic for improvement of the 

buildings, the simulation models and their results. 

The building physics modeling must be a tradeoff between the accuracy and a growing number of uncertain inputs. 

Moreover, it is a multiphysics simulation and a wide range of aspects and kind of results can be obtained in the 

same simulation. There is a need of reliability and transparence of the building performance simulation. 

The software EPLab (EnergyPlus Laboratory for Sensitivity and Uncertainty Analysis in Building Energy Modeling) 

has been develop to apply uncertainty and sensitivity analysis in building performance simulation and allows wide 

possibilities of adaptability according to the definition of the study. The EPLab Software is coded in Matlab, it 

consists of the generation of sample, then the creation of idf file in order to propagate the sample by the automated 

call of EnergyPlus and finally the extraction and shaping of the results from the EnergyPlus outputs. The Figure 1 

presents the architecture of the EPLab software. 

                                                                     Figure 1: EPLab sotware architecture 

The inputs can be fixed or statistically defined as Uniform, Gaussian with mean and variability or Discrete uniform. 

To evaluate the different inputs combinations, various sampling strategy can be used, the user can choose among 

the simple Monte-Carlo, the more relevant LHS with minimax or minimean strategies or the semi-random 

sequences like Halton and LP-π. 

Then according to the base EnergyPlus model definition file, EPLab produces a new building model version (.idf 

file) for each combination of the input values from the sample. This base file is a fully functional EnergyPlus model 

with additional comment lines the user can produce a complex modification according to the specific inputs 

values for this simulation. Then the EP engine is called with the desired number of CPU core for parallel 

computing with one or several computers. 

A verification of the completion of each simulation is made and the results are extracted and saved in a MatLab 

formatted file. A shaping procedure analyses in different ways the building behavior (time range, surface type, 

orientation, boundary condition, …) and produces scalar or time dependent results. Finally, the results can be 

saved and analyzed with graphical or sensitivity methods like RBD-FAST or other sensitivity methods 

implemented. 
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The aim of the contribution is to present the ability of the EPLab software dedicated to one of the most used 

building performance simulation software: Energyplus. EPLab is open source and available in Github repository 

(Rabouille et al., 2015). Two applications of the software will be presented. The First application is about an 

uncertainty and sensitivity analysis applied to hygrothermal simulation of a brick building in the hot and humid 

climate of Singapore (J. Goffart et al. 2015). The outputs of interest are the cooling energy demand and the 

temporal profile of indoor humidity and temperature, the results are obtained with the four levels of wall transfer 

model and two assumptions for the most complex model HAMT (see Figure 2). Then another application is 

exposed about the uncertainty and sensitivity analysis of the calculation of the solar incident radiation on the 

building exterior surfaces (A.P. Almeida Rocha et al. 2016). The output of interest is the solar fraction of the south 

facade (see Figure 3). 

Figure 2: Box plot of the dispersion of the 600 simulations for the study on the annual results of cooling energy demand for the five cases: 

(a)sensible and latent cooling loads and (b) total cooling energy demand. 

Figure 3: Solar fraction and distribution of uncertainties for the 21 march in New York at left and at right sensitivity index of the temporal 

profile associated with the solar fraction uncertainties (A.P. Almeida Rocha et al. 2016).  

Currently an automated call of DAYSIM program is under progress, in order to perform uncertainty and sensitivity 

analysis combined with EnergyPlus and DAYSIM for both common natural lighting and energy performance issues. 
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Context
A dynamic vehicle depends on various subsystems which characterize the vehicle behavior. Each
subsystem is described by a mathematical model depending on a significant number of parameters.
These parameters are very often uncertain due to a lack of measurements, knowledge due to expert
judgment. The uncertainty in the parameters propagates through the model and manifests itself
at the model output. In order to understand the vehicle behavior, it is essential to know the
parameters responsible for the model output variation. Uncertainty and sensitivity analysis can
help to evaluate the impact of this lack of knowledge on the model response ([1,2]). In the literature,
sensitivity analysis for dynamical models is not straightforward. In this context, the work presented
in this paper investigates a novel technique of global sensitivity analysis for dynamical models. The
originality of the method is to use control theory tools for sensitivity analysis purposes.
Methodology
Consider a dynamical linear system presented in state space form given by:

∑

SY S

:

{
ẋ(t) = A(θ)x(t) +B(θ)u(t)
y(t) = C(θ)x(t) +D(θ)u(t)

(1)

where x(t) ∈ Rnx is the state vector, y(t) ∈ Rnp the output vector, u(t) ∈ Rnm the input vec-
tor and t ∈ R+ refers to the time. A(.) ∈ Rnx×nx is the state matrix, B(.) ∈ Rnx×np the input
matrix, C(.) ∈ Rl×nx the output matrix and D(.) ∈ Rl×np the feedforward matrix. The vector
θ = [θ1, . . . , θnθ

] represents the nθ uncertain parameters. As the parameters θi are uncertain, they
are considered as random variables defined by their probability density function (uniform,Gaussian,
etc.). The uncertainty of the parameters is propagated through the model on the output y(t) which
becomes also uncertain. The aim is to determine the most influential parameters θi on the output
uncertainty.
The proposed method is based on the analysis of the system energy required to drive a state to
a final one by the input. If this energy is minimal, the system is said controllable. Controllability
means that the system dynamics can be modified when acting on the input signal u(t). The system
energy depends on the uncertain parameters θ. Intuitively, if the parameter variation leads to a
significant variation of the energy, it means that this parameter variation acts on the system dyna-
mics and leads to a system that is more or less controllable. In this case, the system controllability
is sensitive to this parameter variation and thus this parameter is influential on the system states.
The system energy can be determined through the reachability Gramian ([3]).
The infinite time reachability Gramian, denoted for short WR(θ), when tf → ∞ is given by:

WR(θ) = lim
t→∞

WR(θ, t0, tf ) =

∞∫

0

eA(θ)tB(θ)B(θ)T eA(θ)T tdt (2)

and it is obtained by solving the continuous-time Lyapunov equation :

A(θ)WR(θ) +WR(θ)A(θ)
T +B(θ)B(θ)T = 0 (3)
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The minimal energy allowing to bring a system to a final state xf , since x(t0) = 0, is given by:

‖u‖2 =

∞∫

0

uT (t)u(t)dt = xT
f WR(θ)

−1xf (4)

The quantity xT
f W

−1
R xf in (4) represents an hyperellipsoid which includes all the reachable states

obtained from the optimal input sequence uopt. This quantity depends on the inverse of the rea-
chability Gramian W−1

R (θ). Each eigenvalue of W−1
R (θ), denoted λi, corresponds to one system

state. In fact, these eigenvalues determine the size of the axes of the hyperellipsoid and the eigen-
vectors determine its directions. Intuitively, the variation of an influential parameter will lead to a
significant change of the dimension of the hyperellipsoid axes (see FIGURE 1).

v2

λ2

v1
λ1

x
T

WR (θ)−1
x x

T
WR (θ±∆θ)−1

x

±∆θ

Figure 1 – Example of second-order system energy variation according to parameters variation.

According to (2) and (4), the eigenvalues of W−1
R provide information on how controllable the

system is. Higher the eigenvalues are, lower the required energy is and thus more controllable
the system is ([3]). If any λi = 0, the system is not controllable. In fact, each eigenvalue λi is a
function of the system parameters θ. The eigenvalues represent a measure of the controllability,
that is the sensitivity of the system dynamics to variation. In this way, the parameters involved
in the expression of the eigenvalues are influential on the system states. If the eigenvalue does not
depend on a given parameter, this parameter is not influential on the state variation. From the
structural expression of W−1

R (θ), the qualitative influence of the parameters can be deduced. Then,
to quantify the individual contribution of each parameter to the variance of the energy ‖u‖2, the
Sobol’ indices can be computed.
The advantage of the proposed approach is that the system energy does not depend on time and
is thus scalar. Furthermore, it takes into account the global model behavior.
The approach is applied on a bicycle model describing dynamic behavior of the vehicle.
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Most of the results in sensitivity analysis consider deterministic computer codes, that is codes
providing the same output values for the same input variables (Iooss and Lemâıtre, 2015). For
instance, the sensitivity indices of Sobol makes it possible to know the part of the variance output
explained by each of the model input. Formally, let us consider the model

Ydet = g(X),

where X = (X1, . . . Xp) is a random vector of independent input parameters (for j = 1, . . . p, Xi

belongs to some probability space Xj), Ydet ∈ R is the code output and g(·) is a deterministic
function representing the computer code.

In this work, we propose to deal with a stochastic computer code denoted by

Ystoch = f(X, ε),

where f(·) is the computer code and ε is a random variable representing the physical system
randomness (see Marrel et al., 2012, for a typological description of this kind of models). When
performing a Sobol’ sensitivity analysis on such a code, two different situations occur:

1. We are interested by the full probability density function (pdf) of the outputs. Transforma-
tion of this pdf to a few scalar quantities of interest (e.g. the first statistical moments of
the studied variable) is a first simple solution, while metrics between pdfs can also be used
(Douard and Iooss, 2013). Aggregated Sobol’ indices (Gamboa et al., 2013) propose a more
elegant solution as shown in Le Gratiet et al. (2016) on an application involving probability
of detection curves (which look like cumulative distribution functions).

2. We are only interested by the mean value relative to the inherent randomness of the code.
In this case (called “Monte Carlo calculation codes” in several engineering domains), we
substitute the code by its empirical mean (called “simulator” in this paper).

We focus our analysis on the second situation. In this context, the computer code does not provide
the true value of the model (denoted by g(·)) at x but instead a value f(x, ǫ) where ε represents
the physical system randomness. A standard technique assumes that ε is a random variable such
that E(f(x, ε)2) < ∞. Hence the real value of g at x can be represented as

Y = g(X) := g(X1, . . . , Xp) = E(f(X, ε)|X). (1)

For deterministic computer code, by assuming that Y is square integrable and VarY 6= 0, the
corresponding vector of closed Sobol’ indices is then

Su

Cl(g) :=

(
Var(E(Y |Xj , j ∈ u1))

Var(Y )
, . . . ,

Var(E(Y |Xj , j ∈ uk))

Var(Y )

)
, (2)

where u := (u1, . . . , uk) are k subsets of Ip := {1, . . . , p}. For X and for any subset v of Ip we
denote by Xv the vector such that Xv

j = Xj if j ∈ v and Xv
j = X ′

j if j /∈ v where X ′ and X are

two independent and identically distributed vectors. Taking two independent samples
(
X(i)

)
i=1...N
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and
(
X ′

(i)

)
i=1...N

, where N is the elementary samples size, the Janon-Monod estimator of Su

Cl(g)
is then defined as (Janon et al., 2014):

Tu

N,Cl(g) =




1
N

∑
Y(i)Y

u1

(i) −
(

1
2N

∑
(Y(i) + Y u1

(i) )
)2

1
N

∑
Mu

(i) −
(

1
N

∑
Zu

(i)

)2 , . . . ,

1
N

∑
Y(i)Y

uk

(i) −
(

1
2N

∑
(Y(i) + Y uk

(i) )
)2

1
N

∑
Mu

(i) −
(

1
N

∑
Zu

(i)

)2


 ,

(3)

with Y v := g(Xv), Zu

(i) =
1

k + 1


Y(i) +

k∑

j=1

Y
uj

(i)


 , Mu

(i) =
1

k + 1


Y 2

(i) +

k∑

j=1

(Y
uj

(i) )
2


 .

As the computer code cannot provide values of g, we use the Sobol’ indices associated to f (instead
of g) and study whether they are close to the Sobol’ indices of g or not. It is then natural to replicate
the code and approximate E(f(X, ε)|X = x) by its empirical mean. Thus we consider replicating
the code output n times and we define what we call a simulator

Ỹ := g̃(X, ε, n) =
1

n

n∑

i=1

f(x, ε(i)) = g(X) + δn(X, ε),

where n is the replication number and δn(x, ε) is the perturbation. We then define the Sobol’

indices associated to g̃ and their estimators using Eqs. (2) and (3) with Ỹ instead of Y . Moreover,
we prove that the estimator Tu

N,Cl(g̃) can be used to approximate the true Sobol’ indices Su

Cl(g).
Indeed, following the proofs of Janon et al. (2014), we derive a Central Limit Theorem for this
estimator (not shown here in this short abstract).

We also numerically study the convergence of the Sobol’ indices estimates with respect to the
replication number n and sample size N (size of the elementary samples for Sobol’ estimates)
considering the following toy function:

f(X1, X2, ε) = sin(X1(ε1 + ε2X2)) + ε3,

with the independent random variables X1 ∼ U [0, 1], X2 ∼ U [0, 1], ε1 ∼ N (1, 1), ε2 ∼ N (2, 1) and
ε1 ∼ U [0, 1]. This leads to a function g defined by

g((x1, x2)) = E (f(X1, X2, ε)|X1 = x1, X2 = x2) =
1

2
+ sin(x1(1 + 2x2))e

−
x2
1
2 (1+x2

2).

Finally, the results will be applied to a Monte Carlo simulator of industrial asset management
strategies, where the variable of interest is an economic indicator (the Net Present Value).
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Numerical stability of Sobol’ indices estimation formula

Michael, Baudin

EDF Lab Chatou, France

Khalid, Boumhaout

EDF Lab Chatou, France

Thibault, Delage

EDF Lab Chatou, France

Bertrand, Iooss

EDF Lab Chatou, France

Jean-Marc, Martinez

CEA Saclay, France

Variance-based sensitivity analysis has become a common practice when using computer models
in engineering studies (Ferretti et al., 2016). The so-called Sobol’ indices express the share of
the model output variance that is due to a given model input or input combination and write for
instance (Sobol, 1993; Saltelli, 2002)

Si =
Vi

V
=

Var[E(G(X)|Xi)]

Var[G(X)]
and Stot

i =
V tot
i

V
= 1− V−i

V
= 1− Var[E(G(X)|X−i)]

Var[G(X)]
, (1)

where G(X) is the computer model, X = (X1, . . . , Xd) ∈ Rd are the model inputs (independent
random variables), i = 1, . . . , d, and X−i is the input vector except Xi. Si, the first-order Sobol’
index, only includes the sole effect of Xi, while Stot

i , the total Sobol’ index, takes into account all
the effects of Xi including its interaction effects with other inputs. For a direct estimation (without
additional modeling), several sampling-based formulas have been proposed in the literature (see
Prieur and Tarantola, 2017, for a recent review), but have shown some instabilities from a numerical
point of view, delivering different behavior in different cases.

We focus on the estimators which provide (Ŝi, Ŝ
tot
i ), estimates of (Si, S

tot
i ), by using two indepen-

dent input designs A and B, matrices with n rows (sample size) and d columns:

• Sobol-Saltelli estimator (Sobol, 1993; Saltelli, 2002):

V̂i =
1

n− 1

n∑

k=1

G(B(k))G(A
(k)
B(i))− Ĝ1

2
; V̂−i =

1

n− 1

n∑

k=1

G(A(k))G(A
(k)
B(i))− Ĝ0

2
, (2)

where AB(i) is a re-sampled matrix, where all columns come from A except column i which
comes from B, and where the two square means and the variance are estimated by

Ĝ0
2
=

[
1

n

n∑

k=1

G(A(k))

]2
, Ĝ1

2
=

1

n

n∑

k=1

G(A(k))G(B(k)) , V̂ =
1

n− 1

n∑

k=1

G(A(k))2− n

n− 1
Ĝ0

2
.

(3)

• Mauntz estimator (Mauntz, 2002):

V̂i =
1

n− 1

n∑

k=1

G(B(k))
(
G(A

(k)
B(i))−G(A(k))

)
; V̂ tot

i =
1

n− 1

n∑

k=1

G(A(k))
(
G(A(k))−G(A

(k)
B(i))

)
.

(4)

• Jansen estimator (Jansen, 1999):

V̂i = V̂ − 1

2n− 1

n∑

k=1

(
G(B(k))−G(A

(k)
B(i))

)2
; V̂ tot

i =
1

2n− 1

n∑

k=1

(
G(A(k))−G(A

(k)
B(i))

)2
.

(5)

50 sciencesconf.org:samo2016:108973



• Martinez estimator (Martinez, 2011): By noticing that

Si = ρ
(
G(B), G(AB(i))

)
and Stot

i = 1− ρ
(
G(A), G(AB(i))

)
(6)

where ρ is the linear correlation coefficient, the Sobol’ indices can be estimated using the
well-conditioned empirical formula of ρ (i.e. using the product of differences).

Remark 1: The denominator of the indices, the model variance V , can be estimated from several
ways. We restrict our study to the one of Eq. (3).

Remark 2: The same n(d + 2) evaluations are needed for applying the four estimators (2), (4),
(5) and (6). A direct comparison between them, using a bootstrap technique to obtain confidence
intervals, is possible in practice if A and B are i.i.d samples.

Remark 3: For the Martinez estimator, asymptotic confidence intervals are approximated via a
Fisher’s transformation applied to the sample correlation coefficients Ŝi and Ŝtot

i from Eq. (6). For
the classical 95% confidence level, we have:

Prob(Si ∈ [tanh(
1

2
ln

1 + Ŝi

1− Ŝi

− 1.96√
n− 3

), tanh(
1

2
ln

1 + Ŝi

1− Ŝi

+
1.96√
n− 3

)]) ≃ 0.95 , (7)

Prob(Stot

i ∈ [1− tanh(
1

2
ln

1 + Ŝtot
i

1− Ŝtot
i

+
1.96√
n− 3

), 1− tanh(
1

2
ln

1 + Ŝtot
i

1− Ŝtot
i

− 1.96√
n− 3

)] ≃ 0.95 . (8)

It is only valid under Gaussian hypothesis of the output variable distribution. Current works aim
at extending this result to non-Gaussian distribution (Touati, 2016).

In this communication, two pathological issues of the estimators’ behavior are studied:

1. Non-centered output. In this case, we show that the Sobol-Saltelli and Mauntz estimators
are subject to a non-negligible bias, while the other estimators are insensitive to this effect.

2. Small sensitivity indices. In this case, the numerical precision obtained for the Sobol’ indices
depend on the conditioning of each estimator formula. Indeed, when the terms are close to
zero, differences between products (as in the Sobol-Saltelli estimator) are more sensitive than
products of differences.

Numerical studies will illustrate all these effects for the different estimators, demonstrating that
the Martinez estimator is particularly robust.
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Island.

[ Bertrand Iooss; EDF R&D, 6 Quai Watier, 78401 Chatou, France ]
[ bertrand.iooss@edf.fr – http://www.gdr-mascotnum.fr/doku.php?id=iooss1 ]

51 sciencesconf.org:samo2016:108973
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Uncertainty and sensitivity analysis has been recognized as an essential part of model applications. 

Global sensitivity analysis (GSA) is used to identify key parameters whose uncertainty most affects the 

output. This information can be used to rank variables, fix or eliminate unessential variables and thus 

decrease problem dimensionality. Among different approaches to GSA variance-based Sobol sensitivity 

indices (SI) are most frequently used in practice owing to their efficiency and ease of interpretation [1-3]. 

Most existing techniques for GSA were designed under the hypothesis that model inputs are independent. 

However, in many cases there are dependences among inputs, which may have significant impact on the 

results. Such dependences in a form of correlations have been considered in the generalised Sobol GSA 

framework developed by Kucherenko et al, [4]. However, there is an even wider class of models involving 

inequality constraints (which naturally leads to the term constrained GSA or cGSA) imposing structural 

dependences between model variables. This implies that the parameter space may no longer be considered 

to be an n-dimensional hypercube which is the case in existing GSA methods, but may assume any shape 

depending on the number and nature of constraints. This class of problems encompasses a wide range of 

situations encountered in the natural sciences, engineering, design, economics and finances where model 

variables are subject to certain limitations imposed e.g. by conservation laws, geometry, costs, quality 

constraints etc. 

The development of efficient computational methods for cGSA is challenging because of potentially 

arbitrary shape of the feasible domain of model variables variation, thus requiring the development of 

special Monte Carlo or quasi-Monte Carlo sampling techniques and methods for computing sensitivity 

indices. We developed a novel method for estimation of Sobol’ SI for models  1,..., nf x x  defined in a non-

rectangular domain 
n . Consider an arbitrary subset of the variables  

1
,...,

si iy x x , 1 s n   and a 

complementary subset  
1
,...,

s ni i
z x x


 , so that  1,..., ( , )nx x y z . Then formulas for the main effect and 

total Sobol’ SI have the following form:  

'
' ' ' ' ' ' '

'

1 ( , )
( , ) ( , ) ( , ) ( , ) ( , )

( )n n s n

y

f y z
S f y z p y z dy dz p y z dz f y z p y z dydz

D p y

  


  

  
   

    
   , 

'
' 2 '1 ( , )

[ ( , ) ( , )] ( , )
2 ( )n s

T

y

p y z
S f y z f y z p y z dydy dz

D p z





 

   .    

Here ( , )p y z


 is a joint probability distribution and ( )p y


 is a marginal distribution. Both distributions are 

defined in 
n . We propose two methods for estimation Sobol’ SI: 1) quadrature integration method which 

may be very efficient for problems of low and medium dimensionality; 2) MC/QMC estimators based on the 

acceptance-rejection sampling method. A few model test functions with constraints are considered for 

which we found analytical solutions. These solutions are used as benchmark test for verifying for the 

quadrature and MC and QMC integrations methods. One of the models is the K-function 

1 1

( 1) ,
in

i

j

i j

K x
 

    where variables , 1,...,jx j n , 4n   are independent uniformly distributed random 

variables in [0, 1]. We consider four different cases for domain definitions. The first one is an unconstrained 

problem (
n

Hx ). In the other three cases the unit hypercube is divided by a hyperplane into two parts one 

of which is the permissible region for the problem variables , 1,...,jx j n . The constraints are as follows: 
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1 1 2: 1,I x x         

2 3 4: 1,I x x         

3 1 3: 1.I x x         

These constraints can be represented using the following indicator functions: 1 1 2(1 )I U x x   , 

2 3 4(1 )I U x x   , 3 1 3(1 )I U x x   . Fig. 1 shows a schematic plot illustrating 1I  constraint in the 3D 

space. 

 
Fig. 1. Schematic representation of a permissible region for the K-function (shaded area) in the 3D case.  

 

Fig. 2. (a) Main effect and (b) total sensitivity indices of the K-function in 
4H  for the unconstrained 

and constraints cases 

The values of iS  and 
T
iS  for all four cases are presented in Fig. 2. The method is shown to be general 

and efficient.  
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GLOBAL SENSITIVITY ANALYSIS OF NON-DOMESTIC BUILDINGS THERMAL BEHAVIOUR 
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Non-domestic buildings are usually equipped with a centralised energy management system, the 

Building Energy Management System (BEMS). The optimisation of the control strategy and the 

implementation of advanced algorithms in BEMS would allow substantial energy savings in the 

operation of the energy systems such as Heating, Ventilation and Air Conditioning (HVAC) plants. 

Simulation tools are necessary to quantify the potential savings.  

The existing building simulation tools do not allow the simulation of all advanced control strategies or all 

interactions between the indoor environment, the HVAC plant and the BEMS. An integrated model of a 

building was developed in MATLAB in order to perform control strategy assessments. This model 

comprises three submodels: a model of the building thermal behaviour, a model of the HVAC plant and 

the control algorithms of the BEMS. In order to be suitable for control strategy evaluation, the model 

should comply with the following specifications: it should be dynamic, have a short computational time 

and be replicable to many buildings. The modelling choices result from these specifications. 

The building thermal behaviour is simulated though a thermal network model, presented here in a 

matrix form: 

 𝑑𝑇𝑖𝑑𝑡𝑑𝑇𝑤𝑑𝑡  =    
  −  1𝑅𝑎𝑖𝑟 +

1𝑅𝑒𝑞 .
1𝐶𝑎𝑖𝑟 1𝑅𝑎𝑖𝑟 .𝐶𝑎𝑖𝑟

1𝑅𝑎𝑖𝑟 .𝐶𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 − 1𝑅𝑎𝑖𝑟 +
1𝑅𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒  .

1𝐶𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒    
   𝑇𝑖𝑇𝑤  +     

 1𝐶𝑎𝑖𝑟 1𝑅𝑒𝑞 .𝐶𝑎𝑖𝑟
0

1𝑅𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 .𝐶𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒     
  𝑄 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙𝑇𝑜   

Here 𝑇𝑖  and 𝑇𝑤  are the inside and wall temperatures respectively, 
1𝑅𝑒𝑞 .

=
1𝑅 𝑤𝑖𝑛𝑑𝑜𝑤,𝑖𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 +

1𝑅𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 . 
Such model has the advantage of being flexible: each thermal zone is represented by a node of the 

thermal network and a finer granularity is achieved by increasing the number of nodes. The structure of 

the thermal network is derived from heat balance equations and their physical interpretation. The 

values of the parameters of the thermal network model are determined by identification with measured 

and metered data from the modelled building. The HVAC system is modelled through a white-box 

model. The plant model main outputs are: the heat supplied to the indoor environment (which is an 

input of the building thermal submodel) and the equipment statuses (in order to have some insight 

about the way the HVAC system meets the heating, cooling and ventilation demands). More specifically 

model outputs are the evolution over time of the indoor temperature, the building thermal envelope 

temperature, the equipment statuses and the thermal energy provided to the indoor environment. 

Along with these time dependent curves, some key indicators were chosen in order to have an insight 

into indoor environment conditions and energy expenditure. There is a choice of the control strategies. 

Uncertainty and sensitivity analysis is an important step in accessing building model applications as 

practically all parameters are either known with some tolerance or are uncertain. We apply variance 

based global sensitivity analysis (GSA) to identify key parameters whose uncertainty most affects the 

output. We also use this information to analyse identifiability of parameters during the calibration 

process.  

The values of conductance and resistance parameters with their uncertainty distribution parameters for 

a typical supermarket building in the UK are given in this table: 
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  Uniform  Gaussian 

1 Rair  Rair_Low= 3.71e-05 

Rair_sup= 4.54e-05 

mean=4.127e-5 

std= 2.17e-6 

2 Rwall = Renvelope  Rwall_low= 2.11e-04 

Rwall_sup= 2.57e-04 

mean=2.34e-4 

std=2.5e-5  

3 Req = Rventilation window
 Req_Low= 2.48e-04 

Req_sup= 3.04e-04 

mean=2.76e-4 

std=7.44e-5 

4 Cair = Cair Cair_low= 8.32 e+07 

Cair_sup= 1.02e+08 

mean=9.24e+7 

std =1.42e+7 

5 𝐶𝑤𝑎𝑙𝑙 = 𝐶𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒  Cwall_low= 9.95 e+08  

Cwall_sup= 1.22e+09 

mean=11.1e+8 

std=2.35e+9 

Two different distributions are considered: Uniform and Gaussian. For Uniform distribution 10% 

variation is assumed for all inputs. For the Gaussian distribution coefficients of variation (the standard 

deviation normalized by the expected value  𝐶𝑉 =  
𝜎𝜇 ) are presented in this table: 

Inputs Coefficient of variation (%) 

1 5.25 

2 10.68 

3 26.96 

4 15.40 

5 2.12 

The values of total sensitivity indices for eight inputs (five building parameters discussed above and 

three HVAC parameters) for the thermal energy provided to the indoor environment are presented in 

the following Fig.: 

 

SobolGSA which is a general purpose GUI driven global sensitivity analysis and metamodeling software 

was used for GSA [1]. One can see that 𝑅𝑒𝑞  is the most important factor followed by Rwall  and Rair  for 

the case of Uniform distribution while for the case of Gaussian distribution 𝑅𝑒𝑞  is the only important 

factor. We also developed a full scale model using EnergyPlus software and linked it with SobolGSA. The 

results of the MATLAB based thermal network model are compared with those of a full scale model. 

1. SobolGSA software (2016). http://www.imperial.ac.uk/process-systems-

engineering/research/free-software/sobolgsa-software/ 

2. EnergyPlus software (2016) https://energyplus.net/ 
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A minimum variance unbiased (generalized) estimator of total sen-
sitivity indices: an illustration to a flood risk model

Matieyendou LAMBONIa,b
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(DFRST), 97346 Cayenne, French Guiana
b 228-UMR Espace-Dev, 97323 Cayenne Cedex, French Guiana

I. Objective Variance-based sensitivity analysis [1-2] and multivariate sensitivity analysis
[3-5] aim at apportioning the variability of the model output(s) into input factors and their interac-
tions. Sobol’s total index, which accounts for the effects of interactions, is often used for selecting
the most influential parameters. In this paper, we propose a generalized and optimal estimator of
the variance of the total effect (non-normalized total sensitivity index- TSI). The generalized and
optimal estimator of the non-normalized TSI makes use of p-fold sets of input values to obtain the
TSI estimates. When p = 2, we obtain the Jansen’s estimator. An illustration to a flood model
shows that we can improve the TSI estimations using p larger than 2.

II. Methods Let Y = f(X) be a model output with X = (X1, . . . , Xd), d independent input
factors (A1). Under assumption E

(
f2(X)

)
< +∞ (A2), we have the Hoeffding decomposition:

f(X) =
∑

u⊆{1,2,...d}

fu(Xu) , (1)

where f∅ = E [f(X)], fj(Xj) = E [f(X)|Xj ]− f∅, and E [fu(Xu)] = 0.
It is shown in [2,6] that the non-normalized TSI of a set of inputs Xu = (Xj , j ∈ u), is also defined
as follows:

Dtot
u = E (f(X)− E [f(X)|X∼u])

2
. (2)

Definition 1 Let us consider independent samplesX
(1)
u , . . . ,X

(p)
u from the measure µ(Xu),X

(1)′

u , . . . ,X
(p)′

u

from µ(Xu) and X∼u = (Xj , j ∈ {1, 2, . . . , d}\u) from µ(X∼u). We define a kernel function as:

K
(
X(1)

u , . . . ,X(p)
u ,X∼u

)
=

p− 1

p2

p∑

l=1




p∑

j=1

c
(l)
j [f(X(l)

u ,X∼u)− f(X(j)
u ,X∼u)]




2

, (3)

with c
(l)
j = 1

p−1 if j 6= l and 0 otherwise (A3).

If we define σ2
l,1 = Cov

[
K
(
X

(1)
u , . . . ,X

(l)
u ,X

(l+1)
u , . . . ,X

(p)
u ,X∼u

)
,K
(
X

(1)
u , . . . ,X

(l)
u ,X

(l+1)′

u , . . . ,X
(p)′

u ,X∼u

)]
,

then it satisfies σ2
l,1 = V

(
E

[
K
(
X

(1)
u , . . . ,X

(p)
u ,X∼u

)
|X(1)

u , . . . ,X
(l)
u ,X∼u

])
([7]).

Theorem 1 Let Y = f(X) and consider independent samples
(
X

(1)
i,u,Xi,∼u

)
, . . . ,

(
X

(p)
i,u ,Xi,∼u

)

from µ(X) with i = 1, 2, . . . , m. Under assumptions A1, A3 (∀ j, l = 1, 2, . . . , p, c
(l)
j = 1

p−1 if

j 6= l and 0 otherwise), A4 (E
[
f4(X)

]
< +∞), and A5 (2 ≤ p), we have:

i) the optimal, unbiased estimator of Dtot
u for a given p is:

D̂tot
u =

p− 1

mp2

m∑

i=1

p∑

l=1




p∑

j=1

c
(l)
j [f(X

(l)
i,u,Xi,∼u)− f(X

(j)
i,u,Xi,∼u)]




2

; (4)

ii) some properties of D̂tot
u are:

mE

(
D̂tot

u −Dtot
u

)2
= σ2

p,1,
√
m
(
D̂tot

u −Dtot
u

)
D−→ N

(
0, σ2

p,1

)
. (5)
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Figure 1: Log-RMSEs against the total number of model runs (in log10) for four values of the
degree p = 3, 4, 5, 6. For each degree, we show the corresponding RMSE (solid line) and the
RMSE for Jansens estimator (dashed line).

Proof The kernel K(·) is symmetric with respect to its first argument (X
(1)
u , . . . ,X

(p)
u ) and we

have E

[
K(X

(1)
u , . . . ,X

(p)
u ,X∼u)

]
= Dtot

u . The ponits i) and ii) are obtained using the properties

of U-statistics. (see [8] for more details). �

III. Results and Conclusions To illustrate our approach, we consider a flood model that
simulates the height of a river compared to the height of a dyke [2,9]. The model includes 8 input
factors. We compared the TSI estimates for four different values of p = 3, 4, 5, 6 to those for
Jansen’s estimator (p = 2), using Sobol’s design. Figure 1 shows the average of the root mean
square errors (RMSEs) of the 8 inputs against the total number of model runs for each degree
p = 3, 4, 5, 6 compared to p = 2. It comes out that the degree p = 6 provides the best estimations.
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The use of computed assisted semen analysis (CASA) as a method

for environmental and toxicological risk assessment – The use of

different chambers as sensitivity factor

P. Massanyi1, N. Lukac1, R. Stawarz2, and J. Danko3

1Slovak University of Agriculture in Nitra, Nitra, Slovak Republic
2Pedagogical University, Krakow, Poland

3University of Veterinary Medicine and Pharmacy, Kosice, Slovak Republic

Abstract

Reproduction is the biological process by which new individual organisms are produced. It is a
fundamental feature of all known life; each individual organism exists as the result of reproduction.
Spermatozoa production results in the daily formation of many millions of spermatozoa. The purpose
of spermatogenesis is to establish and maintain daily output of fully differentiated spermatozoa that
in mammals ranges from more than 200 million in man to 2-3 billion in bull.

Environmental pollution is increasing by rapid leaps worldwide due to the development of modern
human society. After industrial revolution, a huge amount of toxic chemicals are disposed into the
environment from various anthropogenic activities including industry, agriculture, mines, transporta-
tion and settlement. Stress to toxic metals is one of the best examples of evolution driven factors
derived by anthropogenic activities. A rapid rate of metal pollution can be a strong selection force
causing rapid evolutionary changes in organisms manifested as metal tolerance occurring over time
scales as centuries and even decades. Conditions also develop so as to promote uneven distribution of
essential elements in the animal organism and change their interaction.

The aim of this study is to describe CASA method useful for estimation of changes related to envi-
ronmental biology and ecology. In relation to conference topics target of this study is related mainly
to modelling (the use of different chambers) related to sensitivity. Semen and spermatozoa analy-
sis evaluates certain characteristics of semen and spermatozoa contained therein. It is done to help
evaluate male fertility. Depending on the measurement method, just a various characteristics may be
evaluated. The most common reasons for semen analysis are related to infertility investigation.

Motility is the basic parameter used for CASA analysis. Usually in each sample the following parame-
ters were evaluated - percentage of motile spermatozoa (motility > 5 µm/s), percentage of progressive
motile spermatozoa (motility > 20 µm/s), DCL (distance curved line; µm), DAP (distance average
path, µm), DSL (distance straight line, µm), VCL (velocity curved line, µm/s), VAP (velocity average
path, µm/s), VSL (velocity straight line, µm/s), ALH (amplitude of lateral head displacement, µm)
and BCF (beat cross frequency, Hz). From these parameters also others are calculated as linearity -
VSL:VCL, straightness - VSL:VAP and wobble - VAP:VCL.

In this study rabbit spermatozoa motility parameters, measured using different evaluation chambers,
were compared. The measurement was done using CASA (Computer Assisted Semen Analysis) sys-
tem; each sample was placed into four different chambers - microscopic slide, Zander Spermometer,
Standard Count Analysis Chamber Leica 20 micron and Makler Counting Chamber. CASA showed
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that all measured parameters varied depending on chamber used as follows: an average spermatozoa
concentration was 1.02 - 1.17 x 106/ml, the percentage of motile spermatozoa was in range 59.85 -
77.78% and spermatozoa with progressive motility was ranged from 46.14 to 68.57%. Of other param-
eters, DAP was 19.23 - 24.44 µm, DCL 37.43 - 47.20 µm, DSL 14.27 - 18.92 µm, VAP 45.26 - 57.31
µm/s, VCL 87.45 - 110.37 µm/s, VSL was 33.77 - 44.31 µm/s, straightness 0.71 - 0.76, linearity 0.36
- 0.40, wobble 0.50 - 0.52, ALH 4.18 - 4.60 µm and BCF 23.58 - 28.16. Statistical analysis detected
significant differences in almost all studied parameters in regards to evaluation

chamber used. Particularly, highest values for concentration, percentage of motile and progressive
motile spermatozoa were detected when microscopic slide with coverslip was used as a chamber. In
parameters of the distance, velocity, linearity, straightness and BCF the highest values were obtained
using Zander Spermometer, whilst the amplitude of lateral head displacement was the highest in the
Makler chamber. These results clearly suggest that the type of evaluation chamber may influence a
reliability of measurement of spermatozoa parameters. Our previous in vitro experiments detected
various significant dose and time dependent decrease of percentage of motile spermatozoa. Similar
tendencies were observed for progressive spermatozoa motility. Detail motility analysis (curvilinear
path, average path, straight motility path) show significant differences mainly after various time
periods of culture. For further analysis we suggest to calculate concentration dependent decrease of
spermatozoa progressive motility up to 50% of control (CDSM50) which should be calculated from at
least five replicates using standard statistical tests and compared to progressive spermatozoa motility
in control in various time periods.

Financial support: VEGA 1/0857/14, 1/0760/15, APVV-0304-12, KEGA 006/SPU-4/2015
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The role of Rosenblatt transformation in global sensitivity analysis of

models with dependent inputs

Thierry Mara∗1

1PIMENT, Université de La Réunion, 15 Avenue René Cassin, BP 7151, 97715 Moufia, La
Réunion, France

Abstract

Reliable methods exist to perform global sensitivity analysis (GSA) of computer models with inde-
pendent input factors. In that case, there are different reliable importance measures proposed in the
literature to perform this task (e.g. [1–4]). Performing GSA of models with dependent input factors
is more challenging. Several has been recently introduced to perform such an analysis ([5–7]). In
the cited papers, the authors introduced defined variance-based sensitivity indices for models with
dependent inputs and also proposed different methods to assess them.

Following the original idea of [8], the new variance-based sensitivity indices allow for distinguishing
the contributions of an input factor to the model response variance that account for its dependence
with the other inputs and that do not account for its joint dependence contribution. Such a kind
of distinction also stands if one consider another type of importance measure. For instance, in [9],
the authors defined these kind of indices for the moment-independent measure of Borgonovo [3]. The
aim of my presentation is to highlight the role of Rosenblatt transformation (RT, [10]) for analysing
computer models with dependent input factors.

Let y = f(x) be the model response of a computer model function of n random input factors x =
(x1, . . . , xn) ∼ p(x). RT transforms x into a random vector u uniformly distributed over the unit
hypercube Kn. RT can be written as follows,





u1 = F1(x1)
u2 = F2|1(x2|x1)
...
un = Fn|∼n(xn|x∼n)

(1)

where F1, Fik |i1...is are respectively the cumulative distribution function of x1 ∼ p1(x1) (i.e. p1(x1) =
dF1/dx1) and the conditional cumulative distribution function of x2 ∼ p2|1(x2|x1). The vector x∼n

stands for x/xn.

Once the input vector u obtained, it is straightforward to compute any desired sensitivity index
related to the u-variables since they are independent. The interpretation of the sensitivity of u as
those of x where given first in [6] (actually, during the VI-th SAMO Conference 2010 in Milan). The
sensitivity indices of u1 are those of x1, the sensitivity indices of u2 are those of x2 without its mutual
influence due to its dependence with x1, etc. Finally, we note that the influence of un onto the model
response is simply the one of xn without accounting for its dependence with the other variables.

∗Corresponding author:mara@univ-reunion.fr

samo2016 - Esplanade - Friday, December 2, 2016 - 10:50/11:20 (Poster)

63 sciencesconf.org:samo2016:109587



To assess the independent influence of all the inputs onto the model response, one must notice that
the Rosenblatt transformation is not unique. Indeed, one can start with any input variable xi in
(1) and also ends the transformation with any x-variable. The main drawback of RT is that the
conditional densities must be known in advance. But, the advantage is that one can perform GSA
with any importance measure and also any method proposed in the literature. Thus, one can adapt
the Morris method to the screening of computer models with dependent inputs as proposed proposed
by some authors (paper under evaluation).
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PC Expansion for Global Sensitivity Analysis of non-smooth

funtionals of uncertain Stochastic Differential Equation solutions

M. Navarro1, O.P. Le Mâıtre1,2, O.M. Knio1,3
1CEMSE Division, King Abdullah University of Science and Technology, Thuwal, KSA.

2LIMSI-CNRS, UPR-3251, Orsay, France.
3 Department of Mechanical Engineering and Materials Science, Duke University, Durham, NC, USA.

Stochastic differential equations (SDEs) play an important role in modeling problems in many
different fields. These models are particularly challenging since, in addition to their inherent random
dynamics, they are often uncertain due to incomplete knowledge of the parameters and input data,
etc. As a result, the model outputs are also uncertain with a variability depending on both the
inherent noise and the model uncertainties. The aim of the present work is then to develop efficient
techniques to carry out a global sensitivity analysis (GSA) in uncertain SDE driven by Wiener noise.
The objective is to quantify the respective contributions, to the total variance of the SDE solution, of
the Wiener noise and other sources of parametric uncertainty.

The simplest approach to perform such decomposition of the variance is through a Monte Carlo
sampling or any of its variants [2]. Although the implementation of these methods is straightforward,
neither MC nor any of its improved versions exploit the potential smoothness with respect to un-
certain parameter of the model output, to accelerate the convergence of the sensitivity indices. We
propose to use functional approximations (Polynomial Chaos) to account for the dependences on the
uncertain model parameters of the random trajectories, as introduced in [1]. Under the assumption
that the driving Wiener noise and the uncertain parameters are independent random quantities, the
PC expansion can be exploited to perform an orthogonal decomposition of the variance, separating
contributions from the uncertain parameters, the Wiener noise, and a coupled contribution. The
approach in [1] relied on Galerkin methods to compute the stochastic PC modes of the solution and
on the Sobol-Hoeffding decomposition to define the sensitivity indices [5], althought others methods
such us Fourier amplitude sensitivity test (FAST) can be applied [3]. In the present work, we propose
an extension to non-intrusive or sampling methods for the determination of the PC approximation,
along with techniques to perform a GSA of any functional of the SDE solution. In more details, we
rely here on a non-intrusive pseudo-spectral projection (PSP) method, over a sparse-grid of parameter
points, for the PC modes computation. The GSA of QoIs derived from SDE solution is illustrated in
Figure 1. Two different QoIs are considered: the case of path integral which inherit the smoothness of
the original SDE solution (see Left) and the case of exit time which exhibit non smooth dependences
with the uncertain parameters (see Right).

For the first case, the non-intrusive projection of the QoI can be directly performed, and the
sensitivity indices can be computed from the random PC modes. Numerical experiments show that
the standard error (SE) of the sensitivity indices for the direct approach can be much less than for
the SE of the classical MC estimation [4] of the sensitivity indices, when the same number of Wiener
noise samples are used. This improvement in the SE comes at the cost of having to solve as many
SDEs as sparse grid points in the parameter space; so the reduction of the variance in the sensitivity
indices estimators may not necessarily translates into an improvement of the overall computational
efficiency, in particular in the case of complex parametric dependencies demanding large sparse grids.
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Figure 1: Ornstein-Uhlenbeck (OU) process with uncertain parameters: dX(W, ξ) = (Q1(ξ) −
X(W, ξ))dt + (νX(W, ξ) + 1)Q2(ξ)dW , X(t = 0) = 0, with parameters Q1 ∼ U ([0.95, 1.15]),
Q2 ∼ U ([0.02, 0.22]) and ν = 0.2. Left: Integral over time of X (smooth QoI). Right: Exit time
of X at level 1(non-smooth QoI).

For the second case, the QoI (exit time) does not inherit the smoothness of the SDE solution
with respect to the uncertain parameters, and its direct non-intrusive projection has a very slow
convergence. Therefore, we introduce the idea of indirect non-intrusive projection which consists in,
first, constructing the approximation of the SDE solution and, second, sampling this approximation to
generate conditional samples of the QoI. This approach yields a lower standard error than the classical
MC estimator when the same number of noise samples is used, as can be seen in Figure 2. However,
the cost of the improvement might again be significant for some problems. Our numerical experiments
show that for problems with a low noise effects and low number of sparse grid points, the indirect
projection is more efficient that direct MC, providing lower SE for the same cost. In addition, for
the indirect projection gives access to a richer information than direct MC sampling (for instance all
sensitivity indices can be computed without requiring more noise samples).
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Figure 2: Standard errors in the sensitivity indices of the exit time, as a function of the number of
samples NW , for the indirect PSP and standard MC approaches. The solid lines correspond to the
multiplicative noise OU process with large noise, while the dashed lines correspond to the low additive
noise case.
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Statistical emulation as a tool for analysing complex multiscale

stochastic biological model outputs

O. Oyebamiji1 and D.J. Wilkinson1
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Abstract

The performance of credible simulations in open engineered biological frameworks is an important step
for practical application of scientific knowledge to solve real-world problems and enhance our ability
to make novel discoveries. Therefore, maximising our potential to explore the range of solutions at
frontier level could reduce the potential risk of failure on a large scale. One primary application of
this type of knowledge is in the management of wastewater treatment systems. Efficient optimisation
of wastewater treatment plant focuses on aggregate outcomes of individual particle-level processes.
One of the crucial aspects of engineering biology approach in wastewater treatment study is to run
a high complex simulation of biological particles. This type of model can scale from one level to
another and can also be used to study how to manage real systems effectively with minimal physical
experimentation.

To identify crucial features and model water treatment plants on a large scale, there is a need to
understand the interactions of microbes at fine resolution using models that could provide the best
available representation of micro scale responses. The challenge then becomes how we can transfer
this small-scale information to the macroscale process in a computationally efficient and sufficiently
accurate way. It has been established that the macro scale characteristics of wastewater treatment
plants are the consequences of microscale features of a vast number of individual particles that produce
the community of such bacterial (Ofiteru et al. 2014).

Nevertheless, simulation of open biological systems is challenging because they often involve a large
number of bacteria that ranges from order 1012 to 1018 individual particles and are physically complex.
The models are computationally expensive and due to computing constraints, limited sets of scenarios
are often possible. A simplified approach to this problem is to use a statistical approximation of the
simulation ensembles derived from the complex models which will help in reducing the computational
burden. Our aim is to build a cheaper surrogate of the Individual- based (IB) model simulation of
biological particle. The main issue we address is to highlight the strategy for emulating high-level
summaries from the IB model simulation data.

Our approach is to condense the massive, long time series outputs of particles of various species by
spatially aggregating to produce the most relevant outputs in the form of floc and biofilms aggregates.
The data compression has the benefit of suppressing or reducing some of the nonlinear response
features, simplifying the construction of the emulator. Some of the most interesting properties at the
mesoscale level like the size, shape, and structure of biofilms and flocs are characterised, see Figure 1.
For instance, we characterize the floc size using an equivalent diameter. This strategy enables us to
treat the flocs as a ball of a sphere and or fractal depending on the shape, and we approximate the
diameter of a sphere that circumscribes its boundary or outline.
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We use Gaussian process emulation in the form of kriging metamodels where output data can be
decomposed into a mixture of deterministic (non-random trend) and a residual random variation. In
particular, we develop dynamic emulators for the multi- outputs simulation data using a multivariate
kriging. The kriging model is formulated appropriately to filter the noise derived from replicate
simulations. Due to the nature of output data from the simulation model, we use a dynamic emulation
technique. Dynamic emulation models the evolution or trajectory of random variables over some
time-steps (Conti et al. 2009). Finally, we perform the sensitivity analysis of the kriging model by
calculating the total effects of each explanatory variable which helps to identify the relative importance
of variables in the model.
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Identification of influential parameters in building energy simulation

and life cycle assessment
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Cedex 06 - France

Abstract

Introduction
Worldwide, the building sector is responsible for high environmental impacts which can be reduced by
applying an eco-design approach in new construction and renovation. This requires dedicated tools
for the dynamic building energy simulation (DBES) and the building life cycle assessment (LCA).
However, the input variables or parameters of these models are uncertain and induce variability.
Therefore, the reliability of the output has to be investigated, in order to make robust decisions in
an uncertain context. A local sensitivity analysis method, Morris screening method and a global
sensitivity analysis method based on the calculation of Sobol’ indices were applied and their results
compared. Using Pléiades+COMFIE and novaEQUER, respectively for the DBES and LCA, the
most influential parameters were identified, and the tools? robustness was tested.

Model description
In Pléiades+COMFIE, the building is divided into thermal zones with homogeneous temperature
(Peuportier and Blanc-Sommereux, 1990). The buildings elements are meshed and energy equations
are solved to obtain the temperature, heating and cooling loads. Twelve environmental indicators are
calculated using novaEQUER (Polster, 1995; Popovici, 2005). Energy load and geometry data are
transferred from Pléiades+COMFIE. For the use phase, which is predominant due to the long building
lifetime, information about water consumption, occupants transportation, and waste production com-
plement the energy loads. The LCA database ecoinvent provides inventories and impact assessment
indicators related to these processes, and the fabrication and end of life building materials.

The model has a large number of equations that constitute a time-dependent non-linear system.
Despite its physical nature, it is not possible to easily relate the outputs to the inputs. The computing
time is decreased by reducing the order of the model. It ranges from a few seconds for a small house
with few thermal zones, to a few minutes for an entire and complex district.

Application of sensitivity analysis methods
Pléiades+COMFIE was validated by software inter-comparisons (e.g. IEA’s BESTEST) and against
experimental data (Munaretto, 2014; Recht et al., 2014).

The robustness of building LCA results is also important because such tools aim at guiding the
decision-making process towards more sustainable built environment. Before investigating the poten-
tial change in the ranking of several design alternatives, the influence of the uncertain factors was
studied by applying and comparing three global sensitivity analysis (GSA) methods having different
computation time versus precision compromise (Pannier et al., 2016). 22 uncertain factors from both
energy and environmental models were investigated with an adapted local sensitivity analysis (ALSA),
a Morris screening and a GSA. In this case study (single passive family house), the computation time
varied between 4 min and 18 h depending on the method.
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For the ALSA the difference between the model outputs at each boundary of the variation range was
calculated. The indices were divided by the sum of all indices to get the factor’s influence, instead of
the sensitivity of the model to this factor as usually calculated with LSA. For the Morris screening,
6 levels and 50 OAT repetitions were chosen and the Euclidian distance to the Morris graph origin
d∗j was calculated as in (1) to rank the uncertain parameters according to both the linear effects and
the non-linear or interactions effects:

d∗j =
√

µ∗2
j + σ2

j (1)

with µ∗
j the mean of the absolute value of the elementary effect for the j-th factor and σj the standard

deviation of the elementary effect. Lastly, truncated normal distributions and 1000 samplings were
chosen for almost all factors for the GSA. The ranking is based on Sobol’ indices.

All three methods identify the same uncertain factors to be the most influential. In all cases, the
type of the electricity production mix, the building lifetime, and some factors influencing the energy
performance, are the drivers for almost all environmental indicators. However, the relative influence
of the factors for all methods is different and the factor ranking change. This is due to methodological
differences. The ALSA does not catch the interactions between parameters or the non-linearity. In
Morris screening, using a regular grid is equivalent to making the assumption of a uniform distribution
for the factors. However, truncated normal distributions were chosen in GSA. So the range boundaries
are more explored than with the GSA. Lastly, ALSA and Morris screening evaluate the effect of the
factors on the outputs whereas the GSA calculates the variances.

The choice of the most adapted method depends of the scope of the study and the knowledge of the
studied building. If the building is well known and small uncertainty ranges are defined, an ALSA
can be sufficient. Furthermore, if the factors’ sensitivity must be precisely known, a Morris screening
can be performed before a GSA in order to reduce the computation time.

Conclusion
The sensitivity analysis methods presented in this paper were applied in a DBES and a building LCA
tool in order to identify the most influential factors of the models in the frame of model validation
and robustness analysis. It can also be extended to optimisation (Recht et al., 2016) or model
calibration as in Robillart (2015) where a Morris screening was used before an approximate Bayesian
computation.

Acknowledgements: These projects were performed in the frame of the research project ANR
FIABILITE and the research Chair ParisTech “Eco-design of buildings and infrastructure” supported
by VINCI.
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Sensitivity analysis as essential tool to gain insight into potential

hydrological change due to coal development in Australia

Luk Peeters1

1CSIRO Land and Water, Australia

Abstract

The development of coal resources through mining or through extracting coal bed methane will po-
tentially affect water resources. Coal bed methane extraction requires the depressurisation of coal
seams at depth, the effects of which can propagate through to shallower aquifers and change ground-
water levels or surface water groundwater interaction fluxes. Coal mining also has a direct impact on
groundwater as coal seams are dewatered for mining. In addition to that, open cut mines intercept
rainfall across the footprint of their workings, reducing the runoff to streams.

The Bioregional Assessment Programme is a four year research project to evaluate the direct, indirect
and cumulative impacts of coal development across parts of eastern Australia. The Programme
identified six bioregions, subdivided into 13 subregions, in which there is the potential for coal resource
development. One of the goals of the research is to provide a probabilistic estimate of the change
caused by the most likely resource development pathway on water dependent assets in each subregion.
Each asset is linked to a set of hydrological response variables, summaries of the hydrology relevant
to an asset. Examples of those are the maximum change in groundwater level at an irrigation bore
or the change in the number of low flow events in a stream.

The goal of estimating the change in hydrology probabilistically is to fully capture the model predic-
tive uncertainty so as to inform a risk based management of the water resources. This starts with
developing a chain of models that is able to numerically simulate the difference in each hydrological
response variable between a baseline future and a future with the most likely coal resource devel-
opments included. The posterior predictive probability distribution for each hydrological response
variable at each location is obtained by integrating the model chain into an approximate Bayesian
computation Markov Chain Monte Carlo framework (ABC-MCMC) to constraint the prior parame-
ter distributions with the available relevant observations. While not formally based on the Bayesian
likelihood functions, the ABC is preferred as it allows expert knowledge to be included explicitly in
the analysis in the absence of sufficient data to establish proper error models for the available obser-
vations. In practice, it relies on experts specifying a set of criteria for which model results are deemed
acceptable.

The probabilistic, numerical evaluation of predictive uncertainty can however only capture a part of
the uncertainty as each numerical model has a set of inbuilt assumptions and model choices that are
not straight forward to include in a probabilistic uncertainty analysis. The assessment is therefore
complemented by a structured discussion and justification of the main assumptions and model choices
in terms of the limiting factors necessitating the assumption (data, resources, technical) and the
perceived effect on the predictions.

For the Markov Chain Monte Carlo process, the entire model chain needs to be evaluated 100s if not
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1000s of times, which represents a vast computational burden. In addition to that, creating a robust
computational framework to integrate a variety of models and run them in sequence is operationally
very challenging. For these reasons, in the Markov Chain Monte Carlo process, the original model is
replaced with a Gaussian Process emulator. The design of experiment for the training of the emulator
is based on a dense Latin hypercube sampling of parameter space. Such emulator can be created
for each hydrological response variable at each location very quickly. This allows to tailor posterior
parameter distributions to individual predictions with the ABC MCMC.

The parameterisation of the chain of models invariably leads to parameters that have little or no effect
on a particular prediction. For this reason, a sensitivity analysis of the design of experiment results is
a routine part of the modelling protocol. The main goal is to have a structured procedure in place to
guide the prioritisation of factors for inclusion in the Gaussian Process emulators. In addition to that,
the sensitivity analysis enables us to focus attention in defining and eliciting prior distributions for
parameters. The sensitivity analysis uses the density based sensitivity metrics introduced in Plischke
et al (2013). These metrics are augmented with scatter and frequency plots of parameter values versus
prediction for selected predictions. These plots both serve as a reality check and to communicate the
procedure.

In one of the regions the sensitivity analysis was able to show that both faulting and surface water
groundwater interaction, both processes a priori considered to be highly influential on the predictions,
were less important than having information on the hydraulic properties of the stressed aquifer or the
way the hydrological characteristics of the landscape were captured in the numerical models.

In another region the sensitivity analysis highlighted that the change in groundwater level is mostly
affected by the vertical hydraulic conductivity, while the available groundwater level observations to
constrain the model were only sensitive to changes in recharge and river bed conductance.

Routinely applying a robust, global sensitivity analysis to the design of experiments proved to provide
invaluable insights in the workings of the numerical models and the underlying physical systems. The
added value of this understanding is that it, in addition to probabilistically estimating the hydrological
change for a specific coal resource development pathway, provides clear guidance for future model
development, data collection and monitoring.
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In	  scientific	  modeling,	  it	  is	  often	  impossible	  to	  grasp	  the	  response	  of	  the	  output	  of	  a	  numerical	  model	  

to	  variations	  in	  the	  model	  inputs	  based	  on	  sole	  intuition.	  For	  this,	  sensitivity	  analysis	  comes	  at	  hand,	  

allowing	  to	  analyze	  the	  influence	  of	  input	  factors	  on	  the	  model	  output.	  Interpreting	  these	  sensitivity	  

measures	   as	   distances	   to	   certainty,	   one	   arrives	   at	   sensitivity	   measures	   based	   upon	   tests	   for	  

stochastic	  independence.	  Recently,	  a	  number	  of	  omnibus	  tests	  for	  this	  purpose	  have	  been	  suggested	  

in	   the	   statistics	   and	  machine	   learning	   literature,	   based	  on	  distance	   covariance,	   energy	   statistics	   or	  

the	  Hilbert-‐Schmidt	  independence	  criterion.	  

We	  consider	   the	  appropriateness	  of	   these	  measures	   for	   sensitivity	  analysis	  purposes.	   In	  particular,	  

we	   study	   the	   energy	   statistics.	   Its	   one-‐dimensional	   analogon	   is	   known	   as	   Gini	  mean	   distance.	  We	  

embed	   it	   into	   a	   sensitivity	   framework	   recently	   established	   by	   the	   authors	   and	   derive	   simple	  

estimators	  so	  that	  a	  cheap	  method	  for	  extracting	  moment-‐independent	  sensitivity	  information	  from	  

given	  data	  is	  obtained.	  Links	  to	  reliability	  theory	  and	  to	  variance-‐based	  first	  order	  effects	  can	  also	  be	  

established,	  allowing	  an	  interpretation	  of	  Gini	  sensitivity	  as	  a	  mean	  output	  quantile	  sensitivity.	  

General	  Framework	  for	  Sensitivity	  Measures	  

	  

Most	  of	  the	  global	  sensitivity	  measures	  available	  can	  be	  embedded	  in	  the	  following	  framework	  which	  

consists	  of	  a	  suitable	  distance	  or	  divergence	  operator	  ! ∙,∙ 	  which	  measure	  distances	  or	  divergences	  

between	   point	   estimates,	   cumulative	   distribution	   functions,	   probabilistic	   density	   functions	   or	  

characteristic	  functions	  of	  !	  and	  of	  !	  conditional	  to	  an	  input	  parameter	  !! = !! 	  (or	  a	  group	  of	  input	  

parameters)	   being	   set	   to	   a	   specific	   value.	   	   Averaging	   over	   all	   possible	   input	   values	   yields	   the	  

sensitivity	  measure	  

! !! = ! ! Y, Y|!! .	  

Moreover,	   the	   sensitivity	   framework	   can	   be	   embedded	   into	   a	   value-‐of-‐information	   context	   for	  

proper	   scoring	   functions,	   giving	   rise	   to	   .	   For	   this,	   suppose	   that	   a	   decision	   maker	   has	   to	   select	  

between	   a	   set	   of	   A	   alternative	   strategies,	   leading	   to	   the	   expected	   value	   of	   perfect	   information	  

measure	  

!! = ! max
!!!,…,!

! !
!|!! − max

!!!,…,!
! !

! 	  

Replacing	   the	   selection	   of	   one	   of	   the	   alternatives	  with	   a	   scoring	   function	  we	   obtain	   the	   value-‐of-‐

information	  sensitivity	  

!!
!
= ! max

!!!,…,!
! !(!, !)|!! − max

!!!,…,!
! !(!, !) 	  
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Proper	  scoring	  rules	  are	  convex	  functions	  which	  attain	  their	  maximum	  at	  the	  value	  to	  be	  estimated	  

(optimal	   reporting).	   Hence	   in	   this	   context,	   the	   decision	   is	   to	   use	   the	   best	   estimate.	   For	   example,	  

consider	  the	  Brier	  score	  ! !, ! = −(! − !)!	  then	  the	  value-‐of-‐sensitivity	  measure	  is	  the	  variance	  of	  

the	   conditional	   expectation,	   the	   unnormalized	   version	   of	   the	   variance-‐based	   first-‐order	   effect.	  

Scoring	  functions	  can	  be	  used	  to	  report	  point	  estimates,	  but	  may	  also	  report	  distributional	  forecasts,	  

be	  it	  in	  the	  form	  of	  a	  density	  or	  a	  distribution.	  The	  continuous	  ranked	  probability	  score	  (CRPS),	  

! !, ! = − !! ! − ! ! < ! ! !"	  

measures	  the	  difference	  between	  the	  predicted	  and	  the	  observed	  cumulative	  distribution.	  CRPS	  can	  

also	  be	  obtained	  by	  averaging	  the	  so-‐called	  quantile/tick/check	  scores.	  

Energy	  statistics,	  Gini	  mean	  difference,	  Cramér-‐von	  Mises	  distances	  

	  

The	  CRPS-‐induced	  value-‐of-‐information	  sensitivity	  indicator	  is	  given	  by	  

!!
!"#"

= !!
!"#$

= !! ! − !!|!!!!
!

!

  !!!!
(!)   !".	  

Hence,	   in	   this	   case,	   !	   is	   a	   Cramér-‐von	  Mises	   distance.	   Its	   multidimensional	   version	   called	   energy	  

statistics	   is	   now	   under	   heavy	   investigation.	   The	   term	   2 ! ! 1 − ! ! !!	   is	   called	   Gini	   mean	  

difference	  and	  is	  forming	  part	  of	  the	  CRPS	  sensitivity	   indicator.	  We	  therefore	  call	  this	  measure	  Gini	  

sensitivity.	   	  With	  a	  scatterplot	  partition	  approach,	   replacing	  the	  atomic	  condition	   	  !! = !! 	   	  with	  an	  

interval	   condition	  !! ∈ !!!
!! !!!

!
,!!!

!! !

!
	   	   using	  a	  partition	   into	  M	  equipopulated	   classes	  one	   can	  

form	   the	   empirical	   conditional	   cumulative	   distributions	   and	   use	   formulas	   for	   the	   energy	   statistics	  

which	  are	  based	  on	  Hoeffding	  U-‐statistics	  or	  a	  direct	  estimate.	  A	  version	  of	  the	  Gini	  measure	  which	  is	  

invariant	  with	  respect	  to	  monotonic	  transformations	  is	  obtained	  with	  

!!
!"#"∗

= 6 !! ! − !!|!!!!
!

!

  !!!!
(!)   !!!(!).	  

The	  scale	  factor	  is	  chosen	  in	  such	  way	  that	  this	  measure	  is	  located	  in	  [0,1].	  Note	  that	  the	  underlying	  

!is	  now	  a	  divergence	  without	  symmetry	  in	  the	  arguments.	  Using	  a	  quantile	  idea	  we	  can	  obtain	  this	  as	  

mean	  of	  unnormalized	  first-‐order	  effects	  of	  the	  quantile	  indicator	  functions,	  

!!
!"#"∗

= 6 ! ! ! ! ≤ !!
!!(!) |!!

!

!

  !".	  

Hence,	  also	  PCE	  or	  other	  regression	  methods	  might	  be	  used	  for	  obtaining	  estimates.	  With	  respect	  to	  

reliability	  theory,	  this	  can	  be	  considered	  an	  average	  over	  limit	  state	  functions	  when	  the	  limit	  varies.	  

We	  also	  consider	  the	  distance	  covariance	  and	  access	  if	  it	  is	  a	  suitable	  sensitivity	  measure.	  	  

The	   use	   of	   the	   Gini	   sensitivity	   measure	   as	   moment-‐independent	   importance	   measure	   (MIM)	  

circumvents	   a	   few	   problems	   with	   hinders	   the	   numerical	   estimation	   of	   other	   MIMs,	   e.g.	   there	   is	  

neither	   a	   pdf	   to	   be	   estimated,	   nor	   numerical	   instable	   maxima	   have	   to	   be	   taken	   into	   account.	  

Moreover,	  the	  square	  reduces	  effectively	  numerical	  noise	  in	  the	  estimation.	  We	  are	  looking	  forwards	  

to	  gain	  further	  experience	  with	  these	  measures.	  

samo2016 - Amphi 500 - Thursday, December 1, 2016 - 11:30/11:55 (Oral)

74 sciencesconf.org:samo2016:109186



Combining switching factors and filtering operators
in GSA to analyze models with climatic inputs
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INRA, UMR SYSTEM, 34060 Montpellier, France
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Patrice Loisel
INRA, UMR MISTEA, 34060 Montpellier, France

Introduction

This work is devoted to the analysis of models having functional inputs and is motivated by the intensive use of
climatic variables in crop models. The main output of these models is the crop yield, which is estimated, among
others, from daily-sampled climatic variables (Temperature, Rain, Radiation, Evapotranspiration). We want to test
to what extent this fine temporal resolution is mandatory to generate accurate predictions and quantify how much
a priori simplifications, such as lowering the temporal resolution, would affect the model results. This may lead to
a better understanding of model behavior as well as to a simplification of the model and/or of the acquisition of its
input variables.
To this aim, we introduce the use of filtering operators into Global Sensitivity Analysis using switching factors [1].
Low pass filters are used to reduce the temporal resolution of climatic variables. GSA is required because we want
to explore the impact of this input simplification in a global exploration of model inputs. Switching factors have
been proposed [1], [2] in the context of spatially distributed inputs and further analyzed in [3]. They were initially
introduced to assess the sensitivity to the presence of stochastic errors in spatial functional inputs. We use them
here to test the sensitivity of a model to simplifications of the temporal structure of its climatic inputs.

Methodology

The method is presented for a model f having two independent inputs: one functional (X) and one scalar (p). The
scalar output Y is written as Y = f(X, p). Let g be an operator that transforms X into g(X). We introduce a
switching factor η and a modified model fg such as:

fg(η,X, p) =

{
f (X, p) if η = 0
f (g(X), p) if η = 1

A map-labeling scheme [4] is used to perform a GSA using nX samples ofX. This leads to a GSA on the independent
factors (η, l, p) of model f̃g defined as f̃g(η, l, p) = fg(η,Xl, p), with Xl denoting the sample of X with index l. As
we are in a factor fixing context, we focus on Total Sensitivity Indices (TSI) with the perspective of getting small
indices for the switching factor η.

Application to a simplified crop model

We tested the method with a simplified crop model that couples a simple water balance with a radiation-driven
biomass growth. The crop growth has two limiting factors: High temperature and water stress. The model has the
typical input structure of classical crop models (4 climatic variables at a daily time-step). The use of a simplified
definition allows for fast computations and qualitative validation of sensitivity results. We applied the proposed
method using nx = 42 climatic years and with 3 other factors. TSI of the 4 switching factors, of the climate
label and of the 3 others factors were computed using a Sobol algorithm from the R package ”Sensitivity”. We
used two different filtering operators: an inter-annual mean g1(X)(t) = 1

nx

∑nx

i=1 Xi(t) and a local mean operator

gd2(X) = X ∗ Gd, where ∗ denotes the convolution operator and Gd is a mean filter over (2d + 1) days, with d
between 1 and 25.
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The results presented in Fig. 1 show that the application of the inter-annual filter g1 does not provide small TSI
for both the 4 switching variables (TSI(ηrain) > 0.2). It means that simplification by inter-annual mean is not
acceptable. This was however not the case when excluding the rain input from the simplification: In that case, the
TSI of the 3 remaining switching factors are simultaneously small. Hence the simplification of these 3 variables by
their inter-annual mean seems acceptable.
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Figure 1: Left: Application of the inter-annual mean operator g1 (in red) on the climatic variable (year 1..4 in black); Right:
Total sensitivity indices when applying the filter to the 4 climatic variables (top) and to 3 of them when excluding Rain
(bottom).

Using filter g2(d) we also showed that rain input can be simplified in terms of temporal resolution even with large
d, but only for model settings corresponding to low run-off soil conditions. This property was expected from the
model definition.

Conclusion

Combining switching factors with filtering operators to analyze models with climatic inputs seems to be a promising
method. This approach can easily be extended to other input transformations in order to test the effect of other a
priori modifications of the model input structure: An example would be a low pass filtering preserving high value
applied to the rain input. One difficulty lies in the definition of such relevant transformation: It requires relevant a
priori knowledge on the model behavior. A next step of this work is to apply the method to a more complex crop
model sharing a comparable structure of model inputs.
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RepoSTAR –New Framework for Statistic Runs for Uncertainty and

Sensitivity Analysis of a Radioactive Waste Repository Model

T. Reiche1 and D.-A. Becker1

1Gesellschaft fuer Anlagen- und Reaktorsicherheit (GRS) gGmbH, Germany

For long-term assessment of the safety of final repositories for radioactive waste the program package
RepoTREND is being developed and applied by GRS [1-2]. The statistical framework of RepoTREND
is called RepoSTAR. The development of this framework was motivated by a number of practical
problems that occurred in the past when performing probabilistic analyses.

RepoTREND requires a high number of input parameters. A probabilistic investigation should give
information about the effects of epistemic or aleatory uncertainties on the safety assessment results.
These uncertainties, however, correspond to aspects of the physical problem and not to the technical
input requirements of the model. It is possible that one physical uncertainty influences several dif-
ferent program input parameters, maybe even belonging to independent computation modules, and
it is also possible that one input parameter is influenced by several principally independent physical
uncertainties. In the past, such interconnections often required individual, error-prone programming
work that had to be changed for each case study.

To avoid this problem, RepoSTAR, unlike former computational approaches, clearly distinguishes
between probabilistic variables, which refer to the physical problem, and input parameters, which refer
to the program. Users are free to define the case study, identify relevant physical uncertainties and
parameterise them by defining probabilistic variables, regardless of the model input requirements.
Only in the second step, the user has to think about how each input parameter is affected by these
variables. RepoSTAR provides a simple formula notation, which allows defining nearly any kind of
relationship. By evaluating such dependencies during runtime, but outside the calculation code, this
concept offers a convenient practical way to perform probabilistic analyses without any need to modify
the code.

A probabilistic analysis with RepoTREND and RepoSTAR proceeds as follows:
Once the problem has been defined, the user has to assign a marginal pdf to each probabilistic vari-
able, according to available expert knowledge. Linear statistical dependencies between the variables
can be taken into account by defining a correlation matrix. The user can choose between differ-
ent sampling schemes (random, LHS, quasi-random, (E)FAST, among others) and random number
generators.

In a second step, the links between the probabilistic variables and the program input parameters
are defined by the user. These can include mathematical functions as well as logical decisions. The
mappings are coded using a simple formula notation, which is fed into the pro- gram via the data
supply tool XENIA. After defining some general data like the number of runs to be executed, the user
starts the probabilistic calculation. For each single run, RepoSTAR evaluates the mapping formulas,
replaces the input parameter values accordingly and executes the model run. After completion of
each single run, RepoSTAR collects the model output of interest. In principle, any time-dependent
model output can be chosen. These values are interpolated to a common time grid and written into
a specifically formatted file.
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When all runs are finished, the user starts the evaluation tool RepoSUN. This tool is specifically de-
signed to work with the output generated by RepoSTAR. It has an own GUI and provides uncertainty
analysis as well as a number of graphical and numerical sensitivity analysis methods (SRRC, PCC,
PRCC, Smirnov test, EASI, FAST, EFAST, Sobol, among others).

RepoSUN uses the new SimLab 4 library, which has been developed by JRC and GRS. SimLab 4
contains an interface to the statistical programming language R and can be enabled with low effort
to calculate nearly any UA or SA measure. Via SimLab 4, RepoSUN has access to a wide, extendible
variety of scripts written in R and is therefore fit for future developments. The RepoSTAR concept
can be applied not only in the context of the processes in the final repositories for the radioactive
waste but universally, e. g. for any complex model and any computational code.

Acknowledgement: This work was funded by the German Federal Ministry for Economic Affairs
and Energy (BMWi) under grant No. 02E770240.
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Abstract

Since buildings are responsible for around 40% of total energy, many initiatives have been made
to guarantee the savings to the purchaser. Before a building construction, an energy performance
contracting (EPC) consists in predicting the energy required to maintain the user’s comfort by using
thermal dynamic simulation tools. Many building and HVAC system characteristics are uncertain
due to lack of knowledge on uncommitted parameters at design stage or implementation defaults at
construction stage. To define a performance guarantee, not only a consumption threshold for the
performance contracting taking into account uncertainties should be set, it also important to identify
the key parameters to pay special attention to during the design phase in order to reduce the risks
of non-compliance of the contract. The identification of the most influencing parameters is part of a
quality procedure.

This article focuses on several sensitivity analysis methods all useful for an Energy Performance
Contracting:
- Quick sensitivity analysis methods to identify the most influencing parameters and to reduce the
uncertainty analysis
- Reliability methods to assess part of uncertainty due to the parameters in the failure probability
factors for a given consumption threshold
- Global sensitivity methods studying all the input space.
The aim of this paper is to draw recommendations concerning the use of these different methods
according to the time budget, the expected accuracy and the type of building parameters to be
studied.

The selected methods are assessed on a real case study, a 4000 m2 office and stock building of 2
levels located in Nantes (West of France) with 2 air handling units to ensure indoor air quality and 2
reversible Heat Pumps supplying underfloor heating systems, chilled beams and AHUs. The building
is modeled under TRNSYS 17 environment. For this building, 49 uncertain parameters of the building
and its systems have been identified: AHUs, heat pumps, water networks, building walls, building
glazing, infiltration, ground exchanges, set points and occupancy. Three types of probability density
are chosen to characterize the parameters, depending on the knowledge we have of the parameters:
uniform, beta and truncated normal distributions.

We firstly study two local sensitivity methods: Morris method (screening) and differential sensitivity
analysis. Our aim is to reduce the number of input parameters of the probabilistic study by identifying
the most influential ones. The ranks obtained by Morris method or Quadratic Combination are
very similar, except slight changes between groups, but quadratic combination requires 4 times less
calculation than Morris method. The Morris method provides additional information such as the
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detection of non-linear effects of the parameters and the interactions between factors. If the physical
model contains parameters with very non-smooth effects (for instance, threshold effects correlated
with several input parameters), the quadratic combination is not appropriate anymore, so that Morris
method is recommended in order to select the most influential input parameters. In the other cases,
Quadratic Combination is advised. This first step permits to reduce the number of parameters from
49 to 24.

Then, we study FORM/SORM reliability methods. These methods permit to compute the probability
of exceeding a threshold and to assess the contribution of each parameter on the failure probability
for a given consumption threshold. These local sensitivity methods are very interesting for EPC.
Indeed, the importance factors permit to identify which parameters are critical to maintain a building
consumption and thus to adapt the measurement protocol. As the FORM method’s cost is low, it can
be applied to different consumption thresholds to study the evolution of the share of responsibility of
the parameters in the probability of exceeding these thresholds.

Finally, global sensitivity methods are assessed. Since the sampling sensitivity analysis methods can-
not be applied directly in our case, an approximation method is used. Indeed, given the computational
time of one simulation with our physical model (11’), computing Sobol’ indices would require around
24000 simulations to study the selected parameters, that is to say, several weeks of computational
time. Thus, as the computational time to apply global sensitivity methods are too high, one solution
is to approach the physical model by a much faster model constructed by analysing the effect of the
input random variables on the outputs.

The physical model is replaced by a sparse Polynomial Chaos expansion metamodel which runs a
building simulation in less than one second. The advantage of the sparse polynomial chaos expansion is
that is easily provides Sobol’ indices by analysing the coefficients. The first order Sobol’ indices identify
the most influential model parameters. Sparse chaos polynomial expansion permits to approach a
physical model in a very efficient way, with less than 500 simulations, depending on the number of
parameters. The approximation of a model by a sparse polynomial chaos works if the model is smooth
enough, for example, without threshold effects.
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Land use evaluation for semi-natural habitats is a land performance process involving careful 

consideration of several environmental factors to balance the preservation of nature and wildlife while 

considering the need for agricultural production.Sincemultiple criteria are involved in the evaluation 

process, and many areas are subject to high heterogeneity of land characteristics (criteria), local multi-

criteria evaluation (MCE) is a suitable approach to solving this decision making problem. As opposed to 

global MCE, the local approach explicitly accounts for the local variability in evaluation criteria within 

defined local units of analysis (subregions). Moreover, criteria weights are also assumed non-stationary 

and are standardized based on the local extreme values within these subregions.  In a study of local MCE 

presented here, watershed delineations are selected for the local unit of analysis, since they reflect the 

hydrologic principles and are widely applied as a logical unit of land management. The sub-watershed 

delineations, however, influence how differences in expected decision option outcomes at a large scale 

(small area) impact the solution of a local model as compared to a global model. Additionally, the quality 

of the decision support relying on MCE output can be significantly improved by assessing the uncertainty 

associated with the decision problem. The interaction between the decision model input and output is key 

information for establishing the level of confidence in the evaluation outcome. Especially, the reliability 

of outcomes becomesa crucial requirement when the model output is used for decision making affecting 

environmental sustainability. 

An integrated approach to uncertainty and sensitivity analysis (iUSA) can help uncover the sources of 

uncertainty through the analysis and visualization of input-output relationships captured by sensitivity 

analysis. This research reports on a study of a local MCE approach followed by uncertainty and 
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sensitivity analysis of land prioritization model for conservation practices. The relationship between the 

results of uncertainty-sensitivity analysis and different scales of analysis units is investigated in the local 

MCE model. The comparison of suitability and uncertainty maps for each scale of land unit is made using 

the coefficient of variation values per parcel and the relative change in the overall rank. Finally, 

sensitivity maps are combined into dominance maps by using output variability (first-order) and 

interaction (total-order) maps. The overview of the implementation is illustrated in Figure 1. 

 

Figure 1. Graphical Abstract of the Framework 

The iUSAapproach goes beyond the conventional practice of one-at-a-time (OAT) sensitivity analysis by 

providing spatial uncertainty and sensitivity maps. Moreover, two different granularity levels of 

delineations for local MCE used to calculate land parcel suitability show that it is insightful to examine 

the effect of scale on the stability of MCE model output. A potential practical application of the 

presentedapproachis the improved analytical support for land suitability evaluation requiring an explicit 

consideration of multiple decision alternatives. 

Keywords: GIS, Local Multi-Criteria Evaluation, Uncertainty Analysis, Global Sensitivity Analysis, 

Scale Effect 
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Abstract

In modern engineering, complex systems and processes are modelled by compu-
tational simulation tools, such as finite element models (FEM), to avoid performing
expensive physical experiments. Such simulations map a set of input parameters
through a computational model to a quantity of interest (QoI). The input param-
eters are often not perfectly known, because they are estimated based on noisy
measurements and expert judgement or because they have an intrinsic variability.
This, in turn, introduces uncertainty in the QoI.

The uncertainty in the input parameters are often represented probabilistically
by means of joint probability distributions. The distributions are whenever pos-
sible inferred from available data. However, a common situation in practice is to
have only scarce or incomplete data to characterize a probabilistic random variable.
This introduces epistemic uncertainty (lack of data, lack of knowledge) alongside
aleatory uncertainty (natural variability) as a source of uncertainty. In such cases,
a more general framework, such as probability-boxes (Ferson and Ginzburg, 1996;
Oberguggenberger et al., 2009), is required to describe the input uncertainty appro-
priately. Probability-boxes (p-boxes) describe the cumulative distribution function
(CDF) FX of a random variable X by lower and upper boundary curves, i.e. FX

and FX , respectively. The true but unknown CDF lies between those boundaries,
i.e. FX(x) ≤ FX(x) ≤ FX(x), ∀x ∈ X. A p-box provides a natural framework to
distinguish the two sources of uncertainty: its shape captures aleatory uncertainty,
whereas its width captures epistemic uncertainty.

In this context, engineers are concerned with the contribution of the uncertainty
in each input variable to the uncertainty in the QoI. Global sensitivity analysis
provides a powerful set of tools to quantify the relative importance of each in-
put parameter of the computational model with respect to the QoI. In particular,
Sobol’ indices are a popular variance-based global sensitivity measure, based on
decomposing the variance of the output variable in terms of the variances of the
input parameters (Sobol’, 1993). However, Sobol’ indices have been applied mainly
to probabilistic variables rather than p-boxes.

In this paper, we extend the usage of Sobol’ indices to the context of p-boxes.
In particular, we make use of two recent developments. First, it has been shown
in the recent literature, that the Sobol’ indices can be estimated efficiently using
sparse polynomial chaos expansions (PCE) (Sudret, 2008; Blatman and Sudret,
2010). PCE is a meta-modelling technique which approximates the computational
model by a sum of weighted multivariate polynomials orthogonal with respect to the
distributions of the input parameters (Blatman and Sudret, 2011). Second, Schöbi
and Sudret (2015) introduced a generalized form of PCE suitable for p-boxes, based

1
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on the definition of a suitable augmented space. In this contribution, we propose to
build Sobol’ indices for p-boxes by post-processing the corresponding augmented-
space PCE.

The resulting Sobol’ indices are interval-valued due to the definition of the in-
put p-boxes. The interval width of each Sobol’ index accounts for the epistemic
uncertainty of the sensitivity measure. Hence, the interval width is in principle re-
ducible by better characterizing the input variable. The intervals are an additional
piece of information compared to the Sobol’ indices based on probabilistic random
variables. This information can be used for scheduling additional data generation
for input variables when a constraint budget for additional measurements is avail-
able. Variables with large uncertainty bounds are preferred candidates for data
enrichment.

The proposed approach is illustrated on a number of benchmark application
examples. They show that an efficient estimation of PCE-based Sobol’ indices is
feasible in the context of p-boxes. Despite the increased complexity of the analysis,
a small number of evaluations of the computational model is sufficient to estimate
accurately the Sobol’ indices.
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Global Sensitivity Analysis (GSA) aims at quantifying a mathematical model’s output uncertainty

due to changes of the input variables over the entire domain. Different methods have been developed

in the last few decades to perform GSA [1], such as regression-based methods, variance-based meth-

ods, Morris method, sampling methods and so on. Among all these techniques, Sobol’ sensitivity

indices based on the ANalysis Of VAriance (ANOVA) [2] are of great interest by many researchers.

These indices are usually computed by crude Monte Carlo simulation, which is computationally

expensive and hardly applicable for complicated industrial models. To circumvent this problem, a

metamodel with less expensive evaluations is usually adopted to substitute the original model under

consideration for the computation of GSA.

In this context, the polynomial chaos expansion (PCE) using orthogonal polynomial bases has re-

ceived much interest [3], with which the Sobol’ indices can be computed exactly from algebraic

operations on the coefficients of PCE. The computation of the PCE coefficients are often conducted

in two approaches, the projection approach and the regression approach. The latter reveals effi-

cient when dealing with a moderate number of input variables. However, with a large number of

input variables or a high order of PCE, the number of coefficients increases dramatically, which

requires a large number of model evaluations accordingly. To reduce the computational cost on

direct model evaluations, one needs to decrease the number of coefficients in the PCE. To this aim,

several approaches have been developed to construct a sparse PCE, where only basis functions and

coefficients that have significant contributions to the variance of the model are retained. The original

idea of sparse PCE came from Blatman and Sudret [4, 5], where they developed an iterative for-

ward–backward algorithm to construct sparse PCE based on stepwise regression technique. Later,

a least angle regression algorithm to build up sparse PCE was proposed by [6]. Hu and Youn [7]

presented a sparse iterative scheme using the projection technique. More recently, Fajraoui et al.

[8] developed a simple strategy to construct a sparse PCE using a fixed experimental design.

In this work, a new algorithm based on Bayesian Model Averaging (BMA) is proposed to construct

the sparse PCE. The BMA, relying on Bayes’ theorem, is a well-known statistical approach to

✯Corresponding author: Thierry Mara, PIMENT, Université de La Réunion, 15 Avenue René Cassin, BP 7151,
97715 Moufia, La Réunion, France.
E-mail: thierry.mara@univ-reunion.fr
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perform quantitative comparison of the proposed alternative models. The difficulty of the BMA lies

in the evaluation of a quantity named Bayesian model evidence (BME), which involves an integral

over the whole parameter space of a model, thus generally has no analytical solution. To approximate

BME mathematically, the integral is treated with a Taylor series expansion followed by a Laplace

approximation. Based on this approximation, the Kashyap information criterion (KIC) was proposed

to evaluate BME for the most likely parameter set instead of the entire parameter space, making the

evaluation computationally feasible. In the proposed algorithm, the maximum a posteriori estimate

(MAP) is considered as the most likely coefficients for the selected model and used to evaluate

KIC. For the sampling technique, the QMC method is adopted due to its space filling and desirable

convergence properties. The proposed algorithm is outlined in the following:

(i) An initial experimental design is generated with LPtau samples, followed by the model evaluations

at the design points. Then a ”full” PCE is constructed at given degree and interaction order.

(ii) The basis functions in ”full” PCE are reordered according to the contribution of each term to

the variance of the model. This is performed in two steps: first, basis functions are sorted based

on the Pearson correlation coefficients between basis functions and model evaluations, then they are

reordered again by taking into account the partial correlation coefficients between basis functions

and model evaluations.

(iii) The sparse PCE is enriched by adding candidate basis polynomials with decreasing partial

variance one by one. One eventually retains those terms that lead to a decrease of KIC to obtain

an optimal sparse PCE model with minimized KIC.

The accuracy and efficiency of the proposed algorithm to construct sparse PCE for GSA is assessed

by some benchmarking tests. The approach is then applied to perform the GSA on hydraulic models,

which highlights the effectiveness and reliability of the proposed algorithm.
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Identification of influential parameters in building energy simulation

and life cycle assessment
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Abstract

To support the safety assessment of final repositories for radioactive waste, it is very helpful to do
sensitivity analysis (SA). The applied numerical models, however, may exhibit a highly non-linear
behaviour. For example, quasi-discontinuous behaviour may occur when barriers fail to function at
some point in time, which can happen very fast. This can cause a two-split output distribution. In
addition, the model output is domi- nantly very low and varies over many orders of magnitude, which
may result in a steep and asymmetric distribution of the model output. Such distributions and model
behaviours are challenges for performing proper SA.

All methods of SA have their specific advantages and disadvantages in view of the nature of the model
under consideration, number of parameters, input distributions and available computational power.
Furthermore, SA will also depend upon which questions need to be answered about the sensitivity
of the system. Objectives of a guideline for SA are that the analyses produce unique and robust
results as well as provide clear answers to the asked questions. The guideline presented in this talk is
a recommendation based on the outcome of detailed experiments with different methods and sample
sizes.

We generally recommend using a quasi-Monte Carlo sampling method for SA as it covers the parameter
space more homogeneously and produces more robust results compared to random sampling and
existing samples can be extended. Although, from a radiological point of view, it may be sufficient
to only analyse the peak values of all runs, we recommend performing a time-dependent analysis in
addition, as it provides more insight into the system behaviour.

In general, the nature of the numerical model will not be fully known before the analysis. Therefore, a
stepwise approach is advisable, starting with graphical SA and then advancing to more sophisticated
methods. This approach may also allow detecting sensitivities which are not found with one type of
method.

Graphical methods provide a visual insight into the model behaviour and sensitivity of the different
parameters. They can be used as the first approach to identify potentially important parameters.
Graphical SA is in particular useful when many parameters need to be considered. The number of
parameters may be reduced in this first analysis which makes more advanced methods easier to use
and less time-consuming in terms of required computational power. With the graphical methods
Contribution to the Sample Mean (CSM) plot and scatterplots we obtained good results.

In the next step, regression- or correlation-based methods are suggested to be applied. This can be
done on a value- or rank-basis. If nonlinear effects play a role, the rank- based version is often more
adequate, but that has to be checked as the coefficient of determination (R2) can even decrease under
a rank transformation. We made good experience with the standard regression method SRC and
standard rank regression method SRRC.
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Variance-based methods of SA do not require linearity or monotonicity, which does, however, not
automatically mean that they work better on a nonlinear model. As a first approach of this kind we
recommend applying the EASI algorithm, which is numerically effective, can be used with any sample
and seems to yield robust results. However, EASI can only compute the first-order effects. A low
sum of all first-order sensitivity indices indicates poor significance of the first-order analysis. This
can often be improved by applying an adequate transformation to the model output. Otherwise, an
analysis of the higher orders is recommended in such cases.

If certain model properties are known or have been identified during the above analysis, it is recom-
mended to add specifically designed investigations. For instance, influences of parameter correlations
may be seen in the difference between the Partial Correlation Coefficients (PCC) and SRC results or
Partial Rank Correlation Coefficients (PRCC) and SRRC results. Non-parametric methods like the
two-sample Smirnov test can also be helpful in specific cases.

Acknowledgements: This work was funded by the German Federal Ministry for Economic Affairs
and Energy (BMWi) under grant No. 02E10941.
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Perturbed-Law based sensitivity Indices for sensitivity analysis in
structural reliability
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For sensitivity analysis of model outputs, the most popular methods are those based on the variance
decomposition of the output, such as the Sobol’ indices, as they allow defining easy-to-interpret
indices measuring the contribution of each input variable to the overall output dispersion. However,
these indices are not adapted to the analysis of the impact of inputs on quantities characterizing
extreme events, such as a failure probability, a quantile or a failure domain (Lemâıtre et al., 2015).

We denote g(·) the studied model, X = (X1, . . . , Xd) ∈ X the random vector of the d independant
input variables and Y = g(X) the model output. X follows a joint probability density function
f(x) . We focus on a typical problem in structural reliability (Morio and Balesdent, 2015), which
is the analysis of the failure probability (the failure event arrives with the event g(x) < 0):

p =

∫

X

1{g(x)<0}f(x)dx.

Perturbed-law based sensitivity indices

Based on the perturbation of each marginal input density, a new type of sensitivity indices has
been recently developed (Lemâıtre et al., 2015). An input Xi, with marginal density fi, is replaced
by the perturbed variable Xiδ. Xiδ follows the density fiδ, based on the initial fi perturbed of a
δ quantity . This allows defining the following perturbed probability piδ:

piδ =

∫

X

1{g(x)<0}
fiδ(xi)

fi(xi)
f(x)dx.

From this quantity, we define the Perturbed-Law based Indices (PLI) in the following way:

Siδ =

[
piδ
p

− 1

]
1{piδ>p} +

[
p

piδ
− 1

]
1{piδ≤p}. (1)

The PLI measures have some expected properties, such as being equal to 0 when the failure
probability is not changed by the perturbation, or taking a sign that indicates the direction of
change of the probability with the δ perturbation. fiδ is obtained by minimizing the Kullback-
Leibler divergence KL between fiδ and fi for a given shift δ of a statistical characteristic (for
example the mean, the variance, a quantile, . . . ) of the distribution of Xi:

KL(fi,δ, fi) =

∫ +∞

−∞

fi,δ(xi) log
fi,δ(xi)

fi(xi)
dxi.

Easy minimization ofKL provides explicit (analytical) solutions of fiδ for a large range of perturbed
parameters of fi (e.g. mean, variance, . . . ) on classical pdf (e.g. Gaussian). In other cases, a
numerical optimization procedure is required (Lemâıtre et al., 2015).

Monte-Carlo estimation of the PLI measures

An analytical calculation of the probabilities p and piδ is not possible in practice, and a Monte-Carlo
sample (x(1),x(2), ...,x(N)) is used. Thus, the estimations are respectively:

p̂N =
1

N

N∑

n=1

1g(xn)≤0 and p̂iδ,N =
1

N

N∑

n=1

1{g(xn)≤0}
fiδ(x

n
i )

fi(xn
i )

.

In practice, the estimation of PLI might require a large-size sample if the failure probability is very
low (for instance 10−6 or less). This could reveal impractical if the code g is costly.
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To improve the estimation of p and piδ, the importance sampling or subset simulation methods
could be used but they often remain too costly in practice (Morio and Balesdent, 2015). We propose
here to use a metamodel-based approach which has shown a noticeable efficiency for Sobol’ indices
(Le Gratiet et al., 2017). In particular, the Gaussian process metamodel allows to control the error
on the sensitivity estimates due to the metamodel approximation.

Bayesian Importance Sampling

The so-called Bayesian Importance Sampling (BIS) consists in two steps :
1) A Gaussian process model g̃ of the code is built using a budget of N0 < N computer experiments.
This allows to define a relevant importance density at the following step;
2) p and piδ are estimated with a N1 = N −N0 importance sampling scheme (Bect et al., 2015).

The Bayesian optimal importance density f∗
IS(x) is proportional to f(x)

√
P
g̃
N0

[g(x) < 0]. If Ẑ is

an estimator of Z =
∫
X
f(x)

√
P
g̃
N0

[g(x) < 0]dx, the estimate of p is

p̂BIS
iδ,N0,N1

=
Ẑ

N1

N1∑

n=1

1{Eg̃
N0

[g̃(xn)]<0}
√

P
g̃
N0

[g(xn) < 0]

fiδ(x
n
i )

fi(xn
i )

.

Perspectives: PLI for sensitivity analysis over a quantile

In safety studies, a large quantile value is often preferred to a failure probability computation.
PLI measures can be applied to an output quantile qα(Y ) = inf{y s.t. F (y) ≥ α} with F the
distribution function of Y . This requires to combine quantile estimation and importance sampling.
A naive approach for the estimation of quantiles could consist in replacing F by its empirical
estimator in the latest formula. By re-ordering the yn = g(xn) we could define kα,iδ by

kα,iδ = min

{
k s.t.

[∑k
n=1 fiδ(x

(n)
i )

fi(x
(n)
i )

]
/
[

N∑

n=1

fiδ(x
(n)
i )

fi(x
(n)
i )

]
≥ α

}
,

where each (n) denotes the re-ordered index of yn in our sample. A straightforward estimator
of qα(Y ) is given by q̂α(Y ) = ykα . However, this estimator is unlikely to show good consistency
properties, since it is built on a non-continuous quantile function obtained by inverting the em-
pirical cumulative distribution function of Y . A more promising approach would be to use a
quantile-regression framework (Egloff and Leippold, 2010). We notice that qα(Y ) can be written
as argminrEX [ρα(g(X)−r)], where ρα denotes the check-function ρα(u) = u(α−1{u<0}) (see Fort
et al., 2016). This suggests the following estimator:

q̂α,iδ(Y ) = argminr

N∑

n=1

ρα(g(x
n)− r)

fiδ(x
n
i )

fi(xn
i )

.

Replacing p and piδ in (1) respectively by q̂α and q̂α,iδ provides the wanted PLI over a quantile.
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P. Lemâıtre, E. Sergienko, A. Arnaud, N. Bousquet, F. Gamboa and B. Iooss (2015), Density modification based
reliability sensitivity analysis, Journal of Statistical Computation and Simulation, 85:1200-1223.

J. Morio et M. Balesdent (2015), Estimation of Rare Event Probabilities in Complex Aerospace and Other Systems,

A Practical Approach, Woodhead Publishing.

J. Fort, T. Klein, N. Rachdi (2016), New sensitivity analysis subordinated to a contrast Communication in Statistics
: Theory and Methods. 45:4349-4364.

[ Roman Sueur; EDF R&D, 6 Quai Watier, 78401 Chatou, France ]
[ roman.sueur@edf.fr – ]

samo2016 - Amphi 500 - Thursday, December 1, 2016 - 11:05/11:30 (Oral)

90 sciencesconf.org:samo2016:109613



VARIANCE-BASED SENSITIVITY INDICES FOR INPUTS 

DEFINED OVER NON-RECTANGULAR DOMAINS. 
Stefano Tarantola, Biagio Ciuffo and Qiao Ge 

 

Most of the literature on variance-based methods for sensitivity analysis focuses on independent 

inputs. In recent years, interest has increased for correlated input. However, in both cases the 

domain of the inputs is rectangular, such as a hypercube of size one. In practical cases, it happens 

that the domain of the inputs is not rectangular but has a different shape, such as a circular area, or 

a triangle. 

Let us denote by 𝑥 = (𝑦, 𝑧) a vector of inputs of dimension d where y and z are two sub-sets of 

inputs of size s<d and d-s. 𝑥isassumed distributed with probability density function 𝑝 𝑦, 𝑧 over the 

unit hypercube𝐼𝑑 0,1 . The marginal distribution of y is indicated with 𝑝(𝑦) and the conditional 

distribution of y given z is indicated with 𝑝(𝑦|𝑧). The output is assumed scalar and is given by 𝑓(𝑦, 𝑧), meaning that it is obtained by evaluating the function f at point x.  

First order 𝑆𝑦  and total order 𝑆𝑦𝑇sensitivity indices for input y are defined in [1]: 

' ' ' ' ' ' ' ' '1 ˆ ˆ ˆ( , ) ( , ) ( , ) ( , | ) ( , ) ( , )
n n s n

y

R R R

S f y z p y z dy dz f y z p y z y dz f y z p y z dydz
D 

  
   

    
  

 

' 2 ' '1
[ ( , ) ( , )] ( , ) ( , | )

2 n s

T

y

R

S f y z f y z p y z p y z z dydy dz
D 

 
 

where(𝑦, 𝑧) and (𝑦′ , 𝑧′) are two independent random vectors generated from the joint distribution 𝑝 𝑦, 𝑧 , 𝑧  is a random vector generated from the conditional probability density function 𝑝(𝑦′ , 𝑧 |𝑦′) 

and (𝑦 ′ , 𝑧) is a random vector generated from the conditional probability density function 𝑝(𝑦 ′ , 𝑧|𝑧). 

In the present study we propose four approaches to compute variance-based sensitivity indices in 

the case of non-rectangular domains and compare their performance. As benchmark, we consider 

the g-function in two settings and we analyse two types of non-rectangular domain: circular, at 

different radii, and triangular in different conditions. The analytic sensitivity indices for all case 

studies have been computed using the formulas above and have been used as the reference for the 

benchmark. 
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- The first approach uses the classic Sobol’ formula for the uncorrelated case as proposed in 

[1] coupled with a rejection method that considers the points only if they are inside the 

domain. In this case, we test to what extent this formula is valid as the domain gets less and 

less rectangular.  

- The second approach uses the Sobol’ formula for correlated inputs proposed by [2] coupled 

with a rejection method proposed in [3]. 

- The third and fourth approaches evaluate the sensitivity indices using the definition, i.e. 

computing the variance of the conditional expectation of the model output, given one of the 

inputs, and dividing by the total output variance. Both approaches start from a set of Monte 

Carlo points and divide the range of a given input in bins. 

While in the third method the same number of points in each bin is considered (implying that the 

bins can have different size), the fourth method uses the same bin size. 
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Confidence intervals for Sobol’ indices

Taieb,Touati

Pierre and Marie Curie University, France

When studying the interactions between variables, going beyond regressions is crucial for more
precision and accuracy. In fact, studying the interdependence between the variances of each of the
model’s components adds a wider array of interpretation and forecasting techniques. The literature
defines this analysis segment as variance based sensitivity analysis which is regarded as one of the
most frequently used computer models in engineering studies (Ferretti et al., 2016). The model’s
output variance that is caused by a specific model input or a combination of more than one input
(Sobol, 1993; Iooss et al., 2015).

Si =
Vi

V
=

Var[E(f(X)|Xi)]

Var[f(X)]
and Stot

i =
V tot

i

V
= 1− V−i

V
= 1− Var[E(f(X)|X−i)]

Var[f(X)]
, (1)

where f(X) is the computer model, X = (X1, . . . , Xd) ∈ Rd are the model inputs (independent
random variables), i = 1, . . . , d, and X−i is the input vector except Xi. Si, the first-order Sobol’
index, only includes the sole effect of Xi, while Stot

i , the total Sobol’ index, takes into account all
the effects of Xi including its interaction effects with other inputs. For u a subset of {1, 2, ..., d}
we consider the partition: X = Xu ∪Xū, where ū is the complement of u in {1, 2, ..., d}.
As in Iooss et al. (2016) ,we chose to study estimators which provide (Ŝi, Ŝ

tot

i ), estimates of
(Si, S

tot

i ), by using two independent input designs A and B, matrices with n rows (sample size) and
d columns. the following set We focus especially on the Martinez estimator that sets Sobol indices
as correlation coefficient. The mathematical properties of the empirical correlation coefficient
lead to explore more thoroughly the properties of this estimator and build thereafter confidence
intervals. Martinez estimator (Martinez, 2011): By noticing that

Si = ρ
(
f(B), f(AB(i))

)
and Stot

i = 1− ρ
(
f(A), f(AB(i))

)
(2)

where AB(u) = Au ∪Bū, u a subset of {1, 2, ..., d} (for Martinez estimator u=i, i = 1, . . . , d).
ρ is the linear correlation coefficient, the Sobol’ indices can be estimated using the well-conditioned
empirical formula of ρ (i.e. using the product of differences).

For the Martinez estimator, asymptotic confidence intervals are approximated by using Fisher’s
transformation applied to the sample correlation coefficients Ŝi and Ŝtot

i from Eq 2. It is only
valid under Gaussian hypothesis of the output variable distribution. The classical 95% confidence
intervals obtained by the Martinez method are described in Iooss et al. (2016).

Based on the fact that the Sobol indices are interpreted as correlation coefficients, we give two
asymptotic results which will be applied for Sobol indices. This methodology is analogue to the
demonstration given by Lehman (1999). We provide a formula for the asymptotic variance as a
polynomial function of the correlation coefficient.
We assume that (Y,Z) is a squared integrable couple of random variables. Rn is the empirical
correlation coefficient of (Y,Z) and ρ the theoretical correlation coeffcient. Cn,σn(Y ) and σn(Z)
mean respectively the empirical covariance and the empirical variances. The first theorem concerns
the asymptotic normality of the triplet {Cn, σn(Y ), σn(Z)}. If there K is the covariance matrix
formed after applying the central limit theorm to the triplet {Cn, σn(Y ), σn(Z)}. the asymptotic
normality of Rn gives: √

n(Rn − ρ) → N (0, τ2) (3)

τ2 is a polynomial function of ρ, this can facilitate the implementation of the method. τ2 = P (ρ)
where:

P (x) = Ax2 +Bx+ C (4)

A,B and C depends on the coefficients of K.
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Remark

Bishara et al. (2016) gives recently several alternatives to Fisher’s method to compute confidence
intervals when data are not normal. The methods are classified in two main groups: Transforming
data and Bootstrapping. For the transforming data methods the best performance was performed
by the well kown Speraman rank-order and the rank inverse normal transformation. Among the
bootstrapping methods Efron et al. (1994), which have the merit of conserving the original scale
of raw data, an observed imposed bootstrap had an adequate coverage probability with precise
intervals comparing to other Bootstrap methods.
The work of Beasly et al. (2007) served as a foundation for this method in which computing time
has been reduced making computations easier for larger samples.

In this communication, the extension of the Martinez method to non Gaussian distribution is
studied. Indeed, non Gaussianity can distort the Fisher’s confidence interval, and the outcome can
be quite misleading. The two following points will be discussed:

1. Asymptotic confidence intervals. In this case, through the methodology described in Remark
2 we give an asymptotic confidence interval for Sobol’ indices in a general case.

2. Non asymptotic confidence intervals. In this case, we compare several methods to improve
the Martinez method while keeping the approximation approach on the one hand and with a
Bootstrapping approach on the other hand. We base this study on the methodology described
in remark 3. Comparisons are made in terms of coverage probability and confidence interval
length.

Numerical studies will illustrate all these effects for the different methods, demonstrating that with
the asymptotic method we have more accurate coverage probability comparing to the Martinez
approach. The results suggest that sample non Gaussianity can justify avoidance of the Fisher’s
confidence interval in favor of more robust alternative (Non-asymptotic or asymptotic).
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Global sensitivity analysis by HDMR combining with the improved GMDH 

algorithm 

Lu Wanga, Shufang Songb, Shiyu Liuc 
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Abstract 

Global sensitivity analysis (GSA) is a very useful tool to evaluate the influence of input variables in the 

whole distribution range. The interactive influences have been taken into consideration in GSA. The 

variance-based GSA was proposed by Sobol’ according to ANOVA decomposition [1]:  

       0
1 1 1

, , ,
n

i i ij i j ij i j k

i i j n i j k n

f f f x f x x f x x x
       

      x             (1) 

where the input variables are x=(x1, x2, …, xn)
T. Furthermore, through a complete basis set of 

orthonormal polynomials function, random sampling high dimensional model representation (HDMR) 

can be used to solve the Sobol’ first and second order global sensitivity indices [2]. 
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where m1, m2, m3 are suitable maximum orders. And coefficients i

p
 , ij

pq
  are calculated by random 

sampling as follows: 
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However, the flaws of classical HDMR method cannot be ignored. For instance, it needs a large 

number of samples N to calculate the decomposition coefficients and cannot calculate high order 

sensitivity indices. The group method of data handling(GMDH) is a family of inductive algorithms for 

computer-based mathematical modeling of multi-parametric datasets that features fully automatic 

structural and parametric optimization of models. In order to improve the GMDH, neural network 

algorithm are integrated to generate the assured function description of the nonlinear model with high 

precision using a relative small samples[3].Besides, the IGMDH algorithm has a fixed number of layers 

which cannot exceed 3. 

Thus, we consider to combine the improved group method of data handling (IGMDH) with HDMR for 

calculating the coefficients more efficiently. The main procedures of the IGMDH-HDMR method that 

we proposed are presented in Figure 1, and the structure of it is shown in Figure 2. The metamodeling 

of IGMDH-HDMR is: 

         0
, , , , , ,

, , , , , ,i ij ijk ijkl

p p i pq pq i j pqr pqr i j k pqrs pqrs i j k l

p p q p q r p q r s

f f x x x x x x x x x x              x  (4) 

As a result, Sobol’ sensitivity indices can be calculated by the derived coefficients: 
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where total variance is calculated as: 
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Here are the details of how to choose the maximal order. Assume pmax =m1 and calculate the 

global sensitivity at different order. Thus we can get a series of ˆ ˆ ˆ ˆ, , ,p pq pq pqrs

i ij ij ijkl
S S S S   . 

When * 1 *

1
ˆ ˆp p

i i
S S    , pmax=p*.      When * 1, * 1 *, *

2
ˆ ˆp q p q

ij ij
S S     , ( pmax, qmax)=( p*, q*). 

When * 1, * 1, * 1 *, *, *

3
ˆ ˆp q r p q r

ijk ijk
S S      , ( pmax, qmax, rmax) = ( p*, q*, r*).  

When * 1, * 1, * 1, * 1 *, *, *, *

4
ˆ ˆp q r s p q r s

ijkl ijkl
S S       ,  ( pmax, qmax, rmax, smax) = ( p*, q*, r*, s*) 

The neurons whose order exceed the maximal value will be deleted.  

Finally, the Ishigami function is considered, which is a highly nonlinear function of three 

inputs:        2 4

1 2 3 1
sin 7sin 0.1 sin ,f x x x x  x where xi (i=1,2,3) are uniformly distributed on 

the interval  ,  . And the comparisons of Sobol’ indices obtained from IGMDH-HDMR with 

HDMR are listed in Figure 3. It is obvious that both precision and convergence of the IGMDH-HDMR 

method are higher than those of the RS-HDMR method. 

Keywords: global sensitivity analysis; high dimensional model representation(HDMR); group method of data 

handling(GMDH) algorithm; Sobol’ sensitivity indices 
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Fig. 2 Structure of the improved GMDH neural network 
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Fig. 3 Comparison between of Sobol’ indices obtained 

from GMDH-HDMR with RS-HDMR 
Fig. 1 The flowchart of GMDH-HDMR  
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A new method of network clustering based on 

second-order sensitivity index 
Huan Liu, Qiongli Wu*, Yiming Ding 
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Networks are organized into communities with dense internal connections, giving rise to high 

values of the clustering coefficient. In addition, these networks have been observed to be 

assortative, i.e., highly connected vertices tend to connect to other highly connected vertices, and 

have broad degree distributions. It means that high interaction between vertices exist within one 

cluster. 

For such an important issue of interaction identification between factors, second-order 

Sobol's index provides a quantitative way to reveal the case. However, for decades after Sobol's 

method was proposed, the sensitivity analysis (SA) work using Sobol's indices mostly focuses on 

the aim of factor priorization (FP) using first-order Sobol's index and factor fixing (FF) using 

total-order Sobol's index. The application is only qualitatively limited to check which pair of 

factors' interaction is 'larger' and which pair is 'smaller'. What's more, the performance after these 

interaction mapping has been ignored. In such case, the potential usefulness of identifying the 

interaction quantitatively for second-order Sobol's index is not fully tapped. 

We have been clear that the interaction reflects the effect strength between factors. It is the 

intrinsic property of the system. By coincidence, the effect strength between factors is the basis of 

constructing a network. In a network, communities can be defined as sets of vertices with dense 

internal connections, such that the inter-community connections are relatively sparse. It is similar 

to the factor clustering in [1]. Factors are clustered into several modules according to expert 

modelling experience, then the interaction between modules are detected by Sobol's group 

analysis. The internal-module interaction is dense and the inter-module interaction is relatively 

sparse.  

To understand the network behaviors, such as the small-world property and high degree of 

clustering, we need to detect community structure in networks. Network clustering is vastly used 

for such structure detection. Again, such network clustering needs the quantitative description of 

the effect strength between factors, and the task can be fulfilled by second-order sobol's index. It 

means that we can use the interaction information given by second-order sobol's index for network 

clustering, so that to detect model clustering structure. If such method works, we can even detect 

the module structure in the work of [1] without expert modelling experience, which problem is 

also listed in the discussion of the work. The significance of such method is that it can providing a 

configuration of putting factors into naturally clustering according to the intrinsic interaction 

property of the model itself, not the subjective knowledge of the modellers. The uncertainty of 

expert knowledge could be avoid in this way, because if the clustering work by expert knowledge 

is not validated, the modules analysis result could be misleading.  

As such, we propose a new method of network clustering based on second-order sensitivity 

index in this paper. This method is a combination of second-order Sobol's index matrix and 

network clustering method. 
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We use Newman’s fast algorithm for detecting community structure in networks. Newman’s 
fast algorithm is an agglomerative algorithm, and its basic idea is from the greedy algorithm. It 

firstly initializes a network with n vertices, and assumes there are m edges in the network. The 

fraction of edges 𝑒𝑖𝑗  is decided by the second-order sensitivity indices of the factors. Then we 

join communities together in pairs if they have edges connected. At the same time calculate the 

increase of the modularity Q: ∆Q = 𝑒𝑖𝑗 + 𝑒𝑗𝑖 − 2 × 𝑎𝑖 × 𝑎𝑗 = 2 𝑒𝑖𝑗 − 𝑎𝑖 × 𝑎𝑗   

Choosing at each step the join that results in the greatest increase ( or smallest decrease ) in Q. 

In the process of joining, update the corresponding element 𝑒𝑖𝑗 , and add the row and columns 

associated to i, j in the same community in order. Then repeat the step, until the whole network 

join into a bigger community, then stop. 

We present here a test case on a specific function constructed on the basis of G-function: 

F = 𝑔 𝑥1,𝑥2,… ,𝑥5 + 𝑔 𝑥6,𝑥7,… , 𝑥10 + 𝑔1 𝑥1 ∙ 𝑔6 𝑥6 ∙ 𝑔7 𝑥7 + 𝑔1 𝑥1 ∙ 𝑔2 𝑥2 ∙ 𝑔6 𝑥6  
We can see the main part of F are 𝑔 𝑥1,𝑥2,… , 𝑥5  and 𝑔 𝑥6, 𝑥7,… , 𝑥10 , and there are also 

two items constructed by the multiplication of factors from these two items, namely there is 

connection between the two communities in the network structure, which makes the network 

clustering not so obvious. 

We computed the second-order indices of all the factors, and constructed its network 

structure as shown in Fig.1(a). Network clustering analysis is shown in Fig.2(b). We can see two 

groups were separated obviously by our method, which are  𝑥1,𝑥2,… , 𝑥5  and  𝑥6,𝑥7,… , 𝑥10 . 
It means that, even with some connections introduced by the multiplication of some vertices, our 

method can still make a good network clustering. 

 
Fig.1.(a)                                   Fig.1.(b) 

Our method can also make factor clustering `blindly' to expert knowledge of modelling while 

revealing the model mechanisms in the case that sensitivity analysis needs to be performed to 

group of factors.  An application to an ecological model will be given in the full paper to present 

the factor clustering by our method in model analysis processing. 
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Summary: 

 The aim of this paper is to present a computationally efficient method for approximation of a 
response function in several variables using a novel class of multivariate rational functions in low-
rank format, constructed via power series summation. This method is well suited for high-
dimensional problems where evaluating response function will take long time. In addition to 
sensitivity analysis, models based on the rational functions, are able to provide further insight into 
response of a man-made systems (or physical phenomena) under investigation; e.g. it is possible to 
reconstruct response hypersurfaces beyond region that was used to build the approximation, and 
certain types of singularities can be located with high accuracy. 

The concept of Padé-approximants, which is the kernel of the proposed method, has been already 
generalized to multivariate function approximation [1]. It is well known that such approximants, applied 
in summation of power series, are useful for interpretation of models (i.e. parametrized response 
functions). “Magically”, it is possible to deduce important properties of a model from a given power 
series. For example, local behavior near a singularity, characterized with parameter values for which a 
model is unbounded or not unique, can be analyzed. It is important to note that Padé approximation is 
the optimal technique in the construction of models that belong to the class of rational functions, and for 
more general class of algebraic-function models, the Hermite-Padé-approximants are more suitable [2]. 
In this paper, we propose the method that is able to reduce computational cost of constructing the 
multivariate Padé approximants [1]. Brief description of the method is presented in the sequel.  

 Consider power series expansion of a multivariate function,  

 �(�) = ∑ ��(� − 	)�
� , (1) 

where  
 = (
�, … , 
�) ∈ ℤ��
�   is the multi-index  (ℤ��

�  denotes the set of non-negative integers), 
� = (��, … ��) ∈ ℂ� where ℂ denotes the set of complex numbers, and 	 = (	�, … , 	�) is an 
approximation centre point. To each multi-index 
 corresponds the product function            
(� − 	)� = ∏ (�� − 	�)���

��� . 

 The coefficients �� = ���,…,�� in (1) are computed by introducing the variable transformations 

�� = 	� + �� exp(� �) , ! = 1, … , #, � = √−1, and rewriting (1) as 

 �( ) = ∑ ����exp (�
 ∙  )� , (2) 

where 
 ∙   denotes the dot product so exp(�
 ∙  ) = ∏ exp (�
� �)�
��� ,  = ( �, … ,  �) ∈ ℝ� (ℝ is 

the set of real numbers), � = (��, … , ��) ∈ ℝ� is the radius vector, and �� = ∏ ��
���

��� . Radius 
vector � and centre point 	 are problem-dependent; values are selected so that function samples 
are generated within the region where �(�) is analytic and where the power series (1) converges.  

 Discretisation points of the function �( ) on a tensor product grid, defined on the hypercube domain 
(0 ≤  � ≤ 2, , 1 ≤ ! ≤ #-, can be stored as a multidimensional data array (i.e. tensor) with elements 

  .(/�, … , /�) = �( �(/�), … ,  �(/�)). (3) 

Abbreviated expression of (3) would be:  .(/) = �0 (/)1,  where / = (/�, … , /�) ∈ ℤ2�
�   (ℤ2�

�  denotes 
the set of positive integers). Equidistant sampling points   �(/�) = 2,(/� − 1) 3�⁄ ,  /� = 1, … , 3�, are 
used since �( ) is a 2,-periodic function of  . The expression (2) is the multivariate trigonometric 
series, therefore we use Discrete Fourier Transform (DFT) to compute the coefficients in (1): 

 �� = �
567

∑ .(/) exp8−�
 ∙  (/)9: , (4) 
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finitely many separable functions. Such functions belong to the class of semi-separable functions; 

the following notation is used to represent such functions: �( �, … ,  �) = <�( �) ⋯ <�( �), where 
<�( �) are >�?� × >� arrays with univariate functions as elements. Therefore, after discretisation, the 
tensor representing a semi-separable function can be written in the following matrix-product form: 

  .(/�, … , /�) = F�(/�) ⋯ F�(/�), (5) 

where F�(/�), ! = 1, … , #, are index /� - dependent matrices of the sizes >�?� × >�. By exploiting the 
semi-separable structure, it is possible to overcome curse of dimensionality occurring when sampling 
on a tensor product grid. Number of stored elements in (5) is B(#3>C) compared to B(3�) elements in 
tensor product grid (3), where 3 = max (3�, … , 3�) and > = max (>�, … , >�). Therefore, when the rank 
> is low, we can achieve considerable savings compared to tensor product grid. When constructing (5), 
we have used the tensor cross interpolation algorithm [3]. This is similar to the strategy used for the 
Tensor Train (TT) decomposition based on sequential application of the Singular Value Decomposition 
(SVD) algorithm to construct low-rank approximations of unfolding matrices [4]. However, there are 
two major improvements which considerably reduce number of function evaluations: a) avoid to use 
complete unfolding matrices (contain all tensor elements), but rather their sub-matrices which size 
increases during iterative process; and b) replace the SVD algorithm with the matrix cross interpolation. 

 When the tensor .(/) is available in the matrix-product form (5), the multivariate DFT (4) can be 
computed efficiently as the product of univariate DFTs, 

 ���,…,�� = ∏ ℱ�(
�)�
��� = ∏ �

G� 5�
6�

∑ F�(/�)exp 8−�
� �(/�)97�
:���

�
��� , (6) 

and then the power series expansion (1) is approximated as a product of >�?� × >� arrays storing 
univariate expansions, 

 �(��, … ��) = ∏ ∑ ℱ�(
�)(�� − 	�)����
�
��� . (7) 

 Finally, the SVD-based univariate Padé approximation algorithm [5] is applied in the summation 
of each univariate series in (7), and the following low-rank structure of the multivariate Padé -
approximant is obtained: 

 �(��, … ��) = ∏ ℙ�(��)�
��� , (8) 

where the elements of >�?� × >� arrays ℙ�(��), ! = 1, … , #, are univariate rational functions.  

 Numerical examples are devised to illustrate efficiency and accuracy of the proposed method. 
In addition, this paper presents a practical application of the method. We show how to reconstruct 
solution hypersurfaces and locate singularities in the non-linear power flow problem associated 
with investigation of steady-state voltage stability in electric power networks [6]. 
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Abstract

The Institute of Mathematics of Toulouse is cooperating (among other uni- versity laboratories) with
the Valeo firm on optimisation of car engine fan shapes. The study uses a complicated code to assess
the performance of some geometries of fans as, for example, the max camber height, the stagger angle
the chord length etc.. The optimization demands the construction of a meta-model easy to use.

In a first step a method for constructing space-filling designs of size 300- 600 in a parametric space
of dimension 15-30 have been investigated. A non limitative list is given by: optimized LHS; low
discrepancy sequences ; orthogonal arrays and a new method based on determinantal processes. This
last method is a way of constructing repulsive point process that avoid concentration zones due to
randomness. Basically the correlation function of the process is defined by a determinantal function
associated to some kernel [2,3].

The comparison was conducted using classical criteria as: mindist; MST; L2 discrepancies. We worked
in very large dimension situations : 300 points in a space of dimension 15-30 is almost nothing! Results
shown no clear-cut result and in particular the basic optimized LHS gave a fair trade-off between the
considered criteria.

In a second step, we chose to explore sequential designs. Although we do not have any relevant
model to optimize with, we know that the efficiency of the fan is a very relevant parameter and that
geometries with low efficiencies are definitely not interesting. On the other hand our goal is not a
simple search of a unique geometry optimizing the efficiency since the firm has to follow different
specifications depending on the type of car considered.

So we decided to adopt a functional point of view considering the flow of the fan as a parameter. The
maximal efficiency as a function of the flow is detected using a quadratic model and this maximal
efficiency is used as a response. On this response ans using a Kriging meta-model based on Gaussian
process with Matèrn covariance, we used the Expected Improvement method [1,4] to add new points
to a preliminary optimized LHS. In a future work this will be compared with UCB method that chose
as next point the maximum of the upper limit of confidence region.
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Abstract

Using contrasts we define new Fréchet features for random cumulative distribution functions. These contrasts allow to

construct Wasserstein costs and our new features minimize the average costs as the Fréchet mean minimizes the mean square

Wasserstein2 distance. An example of new features is the median, and more generally the quantiles. From these definitions,

we are able to define sensitivity indices when the random distribution is the output of a stochastic code. Associated to the

Fréchet mean we extend the Sobol indices, and in general the indices associated to a contrast that we previously proposed.

Introduction

Nowadays the output of many computer codes is not only a real multidimensional variable but frequently a function computed
on so many points that it can be considered as a functional output. This function may be the cumulative distribution function
(c.d.f) of a real random variable (phenomenon). Here we focused on the case of a c.d.f output. To analyze such outputs one
needs to choose a distance to compare various c.d.f.. Among the large possibilities offered by the literature we have chosen the
Wasserstein distances (for more details we refer to [6]).

Thus we consider the problem of defining a generalized notion of barycenter of random probability measures on R. It is a
well known fact that the set of Radon probability measures endowed with the 2-Wasserstein distance is not an Euclidean space.
Consequently, to define a notion of barycenter for random probability measures, it is natural to use the notion of Fréchet mean
[4] that is an extension of the usual Euclidean barycenter. If Y denotes a random variable with distribution P taking its value in
a metric space (M, dM), then a Fréchet mean (not necessarily unique) of the distribution P is a point m∗ ∈ M that is a global

minimum (if any) of the functional J(m) =
1

2

∫

M

d2M(m, y)dP(y) i.e. m∗ ∈ arg min
m∈M

J(m).

We present an attempt to use these tools and some extensions for analyzing computer codes outputs in a random environment,
what is the subject of computer code experiments. At first we define new contrasts for random c.d.f. by considering generalized
"Wasserstein" costs. From this, in a second step we define new features in the way of the Fréchet mean that we call Fréchet
features, that we illustrate through the quantiles example. Finally we propose a sensitivity analysis of random c.d.f., first from
a Sobol point of view that we generalized to a contrast point of view as in [2].

1 Wasserstein distances and Wasserstein costs for unidimensional distributions

For any p ≥ 1 we may define a Wasserstein distance between two distribution of probability, denoted F and G (their cumulative
distribution functions, c.d.f.) on Rd by:

W p
p (F,G) = min

(X,Y )
E‖X − Y ‖p,

where the random variables (r.v.’s) have c.d.f. F and G (X ∼ F, Y ∼ G), assuming that X and Y have finite moments of order
p. We call Wasserteinp space the space of all c.d.f. of r.v.’s with finite moments of order p.

As previously mentioned, in the unidimensional case where d = 1, it is well known that Wp(F,G) is explicitly computed by:

W p
p (F,G) =

∫ 1

0

|F−(u)−G−(u)|pdu = E|F−(U)−G−(U)|p.

∗∗Corresponding author. Email: jean-claude.fort@parisdescartes.fr
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Here F− and G− are the generalized inverses of F and G that are increasing with limits 0 and 1, and U is a r.v. uniform on
[0, 1].

This result extends to more general contrast functions.

Definition 1.1 We call contrast functions any application c from R2 to R satisfying the "measure property" P defined by

P : ∀x ≤ x′ and ∀y ≤ y′, c(x′, y′)− c(x′, y)− c(x, y′) + c(x, y) ≤ 0,

meaning that c defines a negative measure on R2.

Remark 1 If C is a convex real function then c(x,y)=C(x-y) satisfies P. This is the case of |x− y|p, p ≥ 1.

Our technical framework is the Skorohod space D := D (R, [0, 1]) of all distribution functions, that is the space of all non
decreasing function from R to [0, 1] that are càd-làg with limit 0 (resp. 1) in −∞ (resp. +∞) equiped with the supremum norm.

Definition 1.2 (The c−Wasserstein cost) For any F ∈ D, any G ∈ D and any non-negative contrast function c, we define
the c−Wasserstein cost by

Wc(F,G) = min
(X∼F,Y∼G)

E (c(X,Y )) < +∞

The following theorem can be found in ([1]).

Theorem 1.1 (Cambanis, Simon, Stout [1]) Let c a function from R2 taking values in R. Assume that it satisfies the
"measure property" P. Then

Wc(F,G) =

∫ 1

0

c(F−(u), G−(u))du = E c(F−(U), G−(U)),

where U is a random variable uniformly distributed on [0, 1].

At this point we may notice that in a statistical framework many features of probability distribution can be characterized
via such a contrast function. For instance an interesting case is the quantiles. Applying the remark 1 we get:

Proposition 1.1 For any α ∈ (0, 1) the contrast function (pinball function) associated to the α-quantile cα(x, y) = (1− α)(y −
x)1x−y<0 + α(x− y)1x−y≥0 satisfies P.

2 Extension of the Fréchet mean to other features

A Fréchet mean EX of a r.v. X taking values in a metric space (M, d) is define as (whenever it exists):

EX ∈ argminθ∈ME d(X, θ)2.

Thus a Fréchet mean minimizes the contrast E d(X, θ)2 which is an extension of the classical contrast E‖X − θ‖2 in Rd.

Following this idea, taking c a positive contrast satisfying property P, we define the Fréchet feature associated to c:

Definition 2.1 Assume that F is a random variable taking values in D. Let c be a non negative contrast function satisfying the
property P. We define a c-contrasted feature EcF of F by:

EcF ∈ argminG∈DE (Wc(F, G)) .

This definition coincides with the Fréchet mean in the Wasserstein2 space when using c(F,G) = W 2
2 (F,G).

Theorem 2.1 If c is a positive cost function satisfying the property P, if EcF exists and is unique we have:

(EcF)−(u) = argmins∈REc(F
−(u), s).

For instance the Fréchet mean in the Wasserstein2 space is the inverse of the function u −→ E (F−(u)).

Another example is the Fréchet median defines through c = |x − y|.Thus we consider the Wassertein1 space and the "contrast
function" c(F,G) = W1(F,G). We obtain the Fréchet median of a random c.d.f. as :

(Med(F))−(u) ∈ Med(F−(u)).

More generally we can define an α-quantile of a random c.d.f. via the contrast function cα(x, y), and we obtain qα(F) as:

(qα(F))
−(u) ∈ qα(F

−(u)),

where qα(X) is the set of the α-quantiles of the r.v. X taking its values in R.

2103 sciencesconf.org:samo2016:108315



2.1 Sobol index

The global Sobol index quantifies the influence of the r.v. Xi on the output Y . This index is based on the variance (see [5]). We
can define a Sobol index for the Fréchet mean of a random c.d.f. F = h(X1, . . . , Xd). Actually we define Var(F) = EW 2

2 (F, E(F)),
and

Si(F ) =
Var(F)− E(Var[F|Xi])

VarF
.

From Theorem 2.1 we get:

Var(F) = E

∫ 1

0

|F−(u)− E(F)−(u)|2du = E

∫ 1

0

|F−(u)− EF
−(u)|2du =

∫ 1

0

Var(F−(u))du.

And the Sobol index is now:

Si(F) =

∫ 1

0
Var(F−(u))du−

∫ 1

0
EVar[F−(u)|Xi]du∫ 1

0
Var(F−(u))du

=

∫ 1

0
Var(E[F−(u)|Xi])du∫ 1

0
Var(F−(u))du

.

2.2 Sensitivity index associated to a contrast function

The Sobol index can be extended to more general contrast functions. For a feature of a real r.v. associated to a contrast function
c we have defined a sensitivity index (see ([2])):

Si,c =
minθ∈R Ec(Y, θ)− Eminθ∈R E[c(Y, θ)|Xi]

minθ∈R Ec(Y, θ)
.

Along the same line, we now define a sensitivity index for a c-contrasted feature of a random c.d.f. by:

Si,c =
minG∈W EWc(F, G)− EminG∈W E[Wc(F, G)|Xi]

minG∈W EWc(F, G)
.

For instance if c = |x− y|, (EcF)−(u) is the median (assumed to be unique) of the random variable F−(u) and:

Si,Med =
E
∫ 1

0
|F−(u)−Med(F−(u))|du− E[

∫ 1

0
|F−(u)−Med[F−(u)|Xi]|du]

E
∫ 1

0
|F−(u)−Med(F−(u))|du

.

3 Conclusion

We have defined new features for a random c.d.f., together with its sensitivity analysis. This theory is based on contrast functions
that allow to compute Wasserstein costs. We intend to apply our methodology to an industrial problem: the PoD (Probability
of Detection of a defect) in a random environment. In particular we hope that our α-quantiles will provide a relevantt tool to
analyze that type of data.

References

[1] Stamatis Cambanis, Gordon Simons, and William Stout. Inequalities for Ek(X,Y ) when the marginals are fixed. Z.
Wahrscheinlichkeitstheorie und Verw. Gebiete, 36(4):285–294, 1976.

[2] J.-C. Fort, T. Klein, and N. Rachdi. New sensitivity analysis subordinated to a contrast. Communications in Statistics-Theory
and methods, 2016.

[3] M. Fréchet. Les éléments aléatoires de nature quelconque dans un espace distancié. Ann. Inst. H.Poincaré, Sect. B, Prob. et
Stat., 10:235–310, 1948.

[4] I. M. Sobol. Sensitivity estimates for nonlinear mathematical models. Math. Modeling Comput. Experiment, 1(4):407–414
(1995), 1993.

[5] C. Villani. Topics in Optimal Transportation. American Mathematical Society, 2003.

3104 sciencesconf.org:samo2016:108315



Comparison of Latin Hypercube and  

Quasi Monte Carlo Sampling Techniques 

Sergei Kucherenko
a
 , Daniel Albrecht

 b
, Andrea Saltelli

 c
 

a
Imperial College London, London, SW7 2AZ, UK, s.kucherenko@ic.ac.uk 

b
The European Commission, Joint Research Centre, TP 361, 21027 ISPRA(VA), ITALY 

c
European Centre for Governance in Complexity, Universitat Autonoma de Barcelona, Catalonia, Spain 

 

Monte Carlo (MC) simulation employing Latin Hypercube Sampling (LHS) is one of the most 

popular modelling tools. While its application in areas like experimental design is well justified the 

efficiency of LHS in other areas such as high dimensional integration can be no better than the standard 

MC method based on random numbers. To provide a high efficiency of high dimensional integration 

high uniformity of sampling is required. LHS - being well stratified in one dimension by design, does not 

provide good uniformity properties in high dimensions. It is known that for high dimensional integrals 

the convergence rate of the MC estimates based on random sampling is O(1/sqrt(N )), where N is the 

number of sampled points. A higher rate of convergence can be obtained by using Quasi Monte Carlo 

(QMC) methods based on low-discrepancy sequences. Asymptotically, QMC can provide the rate of 

convergence O(1/N). We compare efficiencies of three sampling methods: the MC method with both 

random and LHS sampling, and the QMC method with sampling based on Sobol’ sequences. We apply 

the high-dimensional Sobol’ sequence generator with advanced uniformity properties (technically these 

are known as property A for all dimensions and property A' for adjacent dimensions). Firstly we 

compare L2 discrepancies and show that the QMC method has the lowest discrepancy up to dimension 

20. Secondly, we use a number of test functions of various complexities for high dimensional 

integration. Using global sensitivity analysis functions are classified with respect to their dependence on 

the input variables: functions with not equally important variables (type A), functions with equally 

important variables and dominant low order terms (type B) and functions with equally important 

variables and with dominant interaction terms (type C). Comparison shows that for types A and B 

functions convergence of  the QMC method is close to O(1/N), while the MC method has a convergence 

close to O(1/sqrt(N )). For types C functions convergence of the QMC method significantly drops; 

however it still remains the most efficient method among three sampling techniques. The ANOVA 

decomposition in a general case can be presented as 
0( ) ( ) ( )

i i

i

f x f f x r x   , where ( )r x  are the 

ANOVA terms corresponding to higher order interactions. Variance computed with the LHS design is 

2 21 1
( ) [ ( )] ( )

nLHS
H

E r x dx O
N N

   , and 
2 2 21 1 1

( ) [ ( )] [ ( )] ( )
n nMC i i

H H
i

E f x dx r x dx O
N N N

      

for MC. Here 
2
LHS
  and 

2
MC
  are the convergence rates. 
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In the ANOVA decomposition of type B functions, the effective dimension 
Sd  is small, hence 

( )r x  is also small comparing to the main effects. In the extreme case 
Sd  is equal to 1, and a function 

f(x) can be presented as a sum of one-dimensional functions 
0( ) ( )

i i

i

f x f f x  . This means that 

only one-dimensional projections of the sampled points play a role in the function approximation. For 

type B functions LHS can achieve a much higher convergence rate than that of the standard MC. The 

results are summarized in Table 1 

Table 1 Classification of functions based on the effective dimensions. Two complementary 

subsets of variables y and z are considered: ( , )x y z . 

Type Description Relationship 

between 

Si and Si
tot

 

dT dS QMC is 

more 

efficient 

than MC 

LHS is 

more 

efficient 

than MC 

A A few dominant 

variables 
Sy

tot
/ny >> Sz

tot
/ nz 

<< n << n Yes No 

B No unimportant 

subsets; only low-

order interaction 

terms are present 

Si ≈ Sj,  i, j 

Si
 
/ Si

tot
  ≈ 1,  i 

≈ n << n Yes Yes 

C No unimportant 

subsets;  high-

order interaction 

terms are present 

Si ≈ Sj,  i, j 

Si
 
/ Si

tot
  << 1,  i 

≈ n ≈ n No No 

To test the classification presented above MC, LHS and QMC integration methods were 

compared considering a set of test functions. Computed root mean square error (RMSE) was 

approximated by the formula , 0 1cN
    . For a function presented in Fig. 1 at n=360 the exponent 

for algebraic decay in the case of QMC integration 
QMC

  = 0.94. The LHS method shows the same 

convergence rate 0.5   as the MC method.  

In summary QMC appears preferable to LHS overall, consideration given to the different 

typologies of functions. The objection that LHS can be made better by optimization (searching an 

optimum LHS by brute force methods) suffers from both computational hurdle and poor elegance.  
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Fig. 1. RMSE versus the number of sampled points for type A model   
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Abstract 

In this work, Global Sensitivity Analysis (GSA) and Bayesian parameter estimation are employed to 

interpret conservative mass transfer in a porous medium colonized by a biofilm. The GSA investigates 

how the model behaves with respect to its parameters as the Bayesian parameter estimation assesses 

the identifiability of model parameters from a set of noisy data. 

GSA is useful to distinguish between influential (that contribute the most to the variability of model 

outputs) and non-influential parameters and hence to understand the behavior of the modeled system. 

In this work, GSA is performed using variance-based sensitivity indices (Sobol’, 1993; Homma and 

Saltelli, 1996; Sobol’, 2001) because they do not require any assumption regarding the linearity or the 

monotonicity of the model responses. These indices measure the contribution of an input (alone or via 

interactions with other inputs) to the output variance (Sobol’, 2001). The sensitivity indices are 

estimated by way of a Polynomial Chaos Expansion (PCE) from a probabilistic collocation sample as 

in Sudret (2008) and Fajraoui et al. (2011).  

Bayesian parameter estimation is performed using DREAM(ZS) software (Laloy and Vrugt, 2012) 

based on the Markov Chain Monte Carlo process (MCMC). The MCMC inversion provides not only 

the best estimates of the parameters but also allows for exploring a large portion of parameter space in 

agreement with a targeted posterior distribution of the parameters. MCMC also provides the pairwise 

parameter correlations and the uncertainty associated with model predictions. 
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In the studied problem, solute transport through the porous medium colonized by biofilms is ruled by 

two transport equations that consider solute mass transfer in two flowing phases (porous medium and 

biofilm) with different velocities and dispersion coefficients (Delay et al., 2013). In a macroscopic 

system which cannot distinguish between the porous and the biofilm phases, the results of GSA 

indicate that, for weak mass transfer between phases, the output concentrations are mainly controlled 

by the velocity in the porous medium and by the porosity of both phases. In the case of high exchange 

between phases, the output concentrations are also controlled by the kinetic rate of mass transfer. The 

results of MCMC inversion show that transport with large mass exchange between phases is more 

likely subject to equifinality (i.e. lack of parameter identification) than transport with weak exchange. 

The Bayesian inversion also indicates that weakly sensitive parameters, such as the dispersion in each 

phase, can be accurately identified. However, removing these from the calibration procedures is not 

recommended because this model reduction might result in biased estimations of the highly sensitive 

parameters.  
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Real-time building design space exploration using two-sample Kolmogorov Smirnov tests 

 to rank inputs according to multiple outputs 
Torben Østergårda,b, Rasmus L. Jensena, Steffen E. Maagaardb 

a Aalborg University, Department of Civil Engineering, 9200 Aalborg SV. b MOE A/S, 8000 Aarhus, Denmark 

1 Background 
Building design is challenged by ever-increasing requirements towards energy demand, building costs, indoor 
climate, and sustainability. The industry seeks methods to support the multi-actor decision-making during the 
early design stage, which is characterized by an enormous design space that is difficult to model, and explore. To 
tackle this issue, we propose to: a) describe the variability of design parameters using uniform distributions, b) 
model the design space by a Monte Carlo analysis using quasi-random sampling, and c) explore the simulation 
results using Monte Carlo Filtering [1]. An interactive parallel coordinate plot (PCP) combined with histograms 
allows for real-time exploration of the simulations results by the multiple stakeholders (e.g. building owner, 
architects, and engineers).  

Early building design typically involves many design parameters and multiple, opposing objectives 
(outputs). Thus, there is a need for Factor Fixing [2] of the least significant parameters prior to multi-actor 
meetings. Still, the PCP may contain an overwhelming number of coordinates that makes it difficult to 
immediately see which coordinates have been affected by a certain filter /criterion (figure 1). This study aims to 
see if SA using two-sample Kolmogorov-Smirnov test (KS-2-SA) can be applied to meet these challenges. KS-
2-SA seems relevant since the MCF (or Factor Mapping) splits the simulations into behavioral and non-

behavioral realizations [2] and MCF can be applied to models with multiple outputs (and inputs).   
  

 
Figure 1: PCP shows input/output relationships while histograms show input/output distributions. Filters have been applied to output coordinates. 

2 Methods 
First, we consider sensitivity related to a single output (Glass-floor-%

 1). Suppose that we have performed N 
QMC realizations of the model output. The latter is split in J = 10 subsamples of equal probability (i.e. each 
subsample is approximately of size N/J). For each subsample, MCF compares the behavioral input sample (that 
produced realizations of the output in the current subsample) with the non-behavioral input sample (the 
complementary subsample). This comparison is carried out with the two-sample Kolomogorov-Smirnov 
statistics Dij, j=1,…, J and i=1,…,d with d standing for the number of input parameters (1). For each input, an 
average of this statistic over the number of subsamples is computed (2). We test this approach by using different 
sizes of subsamples J (10, 4, and 2) and different sample sizes N (200, 2.000, and 5.000). 

(1) 2,
ij

ks ij

ij

i

D
SA

D
=

∑
 (2) 2, 2,

1
ks i ks ij

j

SA SA
J

= ∑  

As a test, we first investigate how sensitivity measures from KS-2-SA compares with other sensitivity analysis 
methods, i.e. Pearson’s R, Spearman’s ρ, SRC, SRRC, Morris, and SDP (state dependent parameter SA) [3]. To 
compare the SA techniques, we convert the sensitivity measures into percentages (despite that Morris provides a 
measure for the total sensitivity whereas SRC and others estimate sensitivity from first order effects only). 
Secondly, we try to extend this method (of removing subsamples) to three outputs in order to enable Factor 
Fixing and Factor Prioritization, i.e. rank inputs in the PCP according to their influence on the three outputs 
simultaneously.  

For this case study, we use a shoebox shaped residential building with 3.000 m² floor area. A quasi-steady 
state simulation model based on ISO 13790 is used to evaluate energy demand and thermal comfort (measured as 
the number of hours in the years during which the mean temperature exceeds 26 °C). Daylight availability is 
assessed by the Glass-floor-%. Uniform input distributions are assigned to important design variables and the 
                                                      
1 The variable Glass-floor-% describes the amount of glazing in the building’s facades measured as the percentage of glazing area per heated floor area. 
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combination of these constitute our “design space”. This design space is represented by up to 5.000 Monte Carlo 
simulations (samples) using Sobol’s (LPτ) low discrepancy sequences.  

3 Findings 
To evaluate the significance sample size N and subsample size J, we consider the “user-defined” output Glass-

floor-%, which only depends on three variables: Window frame factor, Window-%, South, and Window-%, 

North. Thus, the remaining five variable inputs have no influence. To validate the results, we compare with the 
sensitivity percentages obtained from SRC. From figure 2.A, it seems that using subsample size of two is the 
best approach since the SA measures for the non-influential inputs are close to zero and to SRC measures. Figure 
2.B shows how the sensitivity measure seems to improve with increasing sampling size N.  

To compare different SA methods, we choose the least linear output h>26°C which has a R²SRC = 0.729 
whereas Energy demand and Glass-floor-% have values of 0.988 and 0.996. Figure 2.C shows that the sensitivity 
measures from KS-2 are similar to those obtained from other methods. Only the SDP approach does not match 
the others.  

Finally, we estimate sensitivity with respect to all three variables using KS-2. We added 7 variables – all 
with small variations. Each output distribution is split into two subsamples which results in 8 combinations of 
filtering. The added variables are correctly identified as having little influence (figure 2.D). The most important 
inputs are: 1) Venting day; 2) Win-%, S; 3) Win, g-value; and 4) Win, Ff. Indeed, the histograms for these 
coordinates on figure 1 seem to be affected the most by the applied filters, i.e. their behavioral distributions are 
the “least” uniform on figure 1. 

A 

  

B 

 
C 

 

D

 
Figure 2: Comparing KS-2-test sensitivity measures when varying the quantile size (A) and sample size (B). Comparison of KS-2-test SA with other 
sensitivity measures based on 5.000 simulations (C). Ranking of inputs due to the combined sensitivity on 3 outputs (D). 

4 Conclusion 
KS-2 SA enables ranking (FP) and Factor Fixing of inputs with respect to multiple outputs. In future work, we 
will try to apply KS-2 SA together with PCP in real-time (Factor Mapping) so that the users immediately see 
which coordinates have been affected by the filtering.  
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