
PhD proposal at the University of Angers :

Machine learning for Exploring Subdominance

in PolyPLOID Genomes

Research unit : IRHS (Institute of Research in Horticulture and Seeds)

Co-supervision : LAREMA (Department of Mathematics at the University of Angers)

Scientific context :
Whole Genome Duplications (WGD), which are very common in plants, seem to coincide
with periods of extinction or global change. Apple underwent a WGD 27 Mya ago (Lalle-
mand et al., 2023), and since footprints of this WGD can still be found in the genomes of
modern varieties, the apple tree is an interesting organism for studying the evolution of gene
families after WGD (Daccord et al., 2017). From a general perspective, understanding the
role of duplicated chromosomes and their contribution to phenotype development is a major
challenge in the context of climate change.

Biological questions :

Two duplicated genes are called ohnologs if they are the consequence of a WGD event.
In Lallemand et al. (2003), we have shown, thanks to a bioinformatic approach, that there
exists an imbalance between ohnolog fragments. Some chromosomal fragments contribute
more than their ohnologs to the phenotypic variation. We have named this phenomenon
chromosomal subdominance. During this phd, we will tackle the following biological ques-
tions:

• Can we confirm and capture this imbalance through genomic prediction, which takes
into account allelic variations between individuals?

• Can we take advantage of the knowledge of this imbalance to predict the phenotype
more accurately ?

Mathematical questions :

We will also tackle the following mathematical questions:

• Can we consider probability distributions within a neural network, and use them as
prior distributions on parameters, in the same way as what is done in mixed model
tradionally used by geneticists in genomic prediction ? Such model would lead to a
better understanding of the bias of Artificial Intelligence and a better understanding
of the decisions made by algorithms. It would also help to improve predictions.
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• Can we introduce a genomic version of Random Forests taking into account the genomic
covariance between individuals while building classification trees ?

Main steps of the phd:

To begin with, a simulation study will be carried out using the REFPOP apple population
(Jung et al, 2020, 2022). The phenotype will be simulated by considering various possible
links (additivity, epistasis, dominance, non-linearity ...) between phenotype and genotype at
QTLs (QTL = locations of the genome responsible for the variation of quantitative trait).
In terms of machine learning, the preferred methods will be Genomic BLUP, random forests,
Lasso, Elastic-Net, SVM, RKHS and neural networks. For each simulated trait architecture,
we’ll extract the best statistical learning method able to capture the imbalance between
ohnologs.

In a second step, we will try to improve existing statistical methods in genomic prediction,
taking advantage of this imbalance. Given the proximity between mixed models in genomics
and in spatial statistics, we will built on recent mathematical results in spatial statistics
(Wikle and Zammit-Mangion 2023) to improve existing methods in genomic prediction. For
instance, we will focus on neural networks and on random forests. In neural networks, Chen
et al. (2021) introduced DeepKriging, a deep neural network where the spatial dependency
is modeled by adding an extra layer to approximate the spatial process using a basis of
functions. For random forest, Saha et al. (2021) suggested, in order to build a decision
tree, to replace the least-squares criterion at each node split by an optimization taking into
account the spatial correlation structure induced by a Gaussian process.

In order to be more familiar with these new methods, we will consider their associated
packages : RandomForestsGLS (Saha et al., 2021), and the Python code of DeepKriging
(https://github.com/aleksada/DeepKriging). We will try to improve Deep Kriging (Chen
et al., 2021) and the random forests (Saha et al., 2021), by elaborating new mathematical
formulas dedicated to genomics. The goal is to reduce the prediction error, and to quantify
the information loss (in terms of prediction accuracy) when the two ohnologs are not included
in the prediction model (cf. Rabier and Grusea 2021, in another context).

Skills :
- Statistical learning (Random forest, Neural networks, Lasso ...), high-dimensional data
analysis, mixed model
- R or Python
- Evolutionary biology would be a plus
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Contact :
Charles-Elie Rabier : charles-elie.rabier@univ-angers.fr
Claudine Landès : claudine.landes@univ-angers.fr
Fabien Panloup : fabien.panloup@univ-angers.fr

References :
- Bartlett, P. L., Montanari, A., Rakhlin, A. (2021). Deep learning: a statistical viewpoint.
Acta numerica, 30, 87-201
-Belkin, M., Hsu, D., Ma, S., Mandal, S. (2019). Reconciling modern machine-learning
practice and the classical bias–variance trade-off. Proceedings of the National Academy of
Sciences, 116(32), 15849- 15854
- Chen, W., Li, Y., Reich, B. J., Sun, Y. (2021). Deepkriging: Spatially dependent deep
neural networks for spatial prediction. Statistica Sinica:10.5705/ss.202021.0277
- Fan, J., Ma, C., Zhong, Y. (2021). A selective overview of deep learning. Statistical
science: a review journal of the Institute of Mathematical Statistics, 36(2), 264.
- Jung, M., Keller, B., Roth, M., Aranzana, M. J., Auwerkerken, A., Guerra, W., ... Pa-
tocchi, A. (2022). Genetic architecture and genomic predictive ability of apple quantitative
traits across environments. Horticulture research, 9, uhac028.
- Lallemand, T. et al. (2023), Insights into the Evolution of Ohnologous Sequences and
Their Epigenetic Marks Post-WGD in Malus Domestica, Genome Biology Evolution, 15(10):
evad178
- Rabier C-E, Grusea S (2021): Prediction in high dimensional linear models and application
to genomic selection under imperfect linkage disequilibrium, Journal of the Royal Statistical
Society Series C, 70(4), 1001-1026
- Saha, A., Basu, S., Datta, A. (2021). Random forests for spatially dependent data. Jour-
nal of the American Statistical Association, 118(541), 665-683.
- Wikle, C. K., Zammit-Mangion, A. (2023). Statistical deep learning for spatial and spa-
tiotemporal data. Annual Review of Statistics and Its Application, 10, 247-270.
- Zingaretti, L. M., Gezan, S. A., Ferrão, L. F. V., Osorio, L. F., Monfort, A., Muñoz, P. R.,
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